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ABSTRACT. We comment on a recent paper that connects certain forms of
machine learning to Set Theory.

We point out that part of the set-theoretic machinery is related to a re-
sult of Kuratowski about decompositions of finite powers of sets and we show
that there is no Borel measurable monotone compression function on the unit
interval.

INTRODUCTION

In the paper [1] its authors exhibit an abstract machine-learning situation where
the learnability is actually neither provable nor refutable on the basis of the axioms
of ZFC.

The learnability condition is translated into a combinatorial statement about the
family of finite subsets of the unit interval, which is then shown to hold if and only
if 2% < 8. This then shows that the existence of a ‘learner’ is both consistent
with and independent from the axioms of ZFC.

This note has two purposes.

The first is to point out that the authors’ method is related to a result of Kura-
towski from [6] about decompositions of finite powers of sets and that part of their
main result follows from that result.

The second is to show that there is no Borel measurable learning function.

The latter is an attempt to address a point already raised by the authors in [1]:
the functions they use are quite arbitrary and not related to any recognizable fini-
tary algorithm. Omne possible way of separating out ‘algorithmic’ functions is by
requiring them to have nice descriptive properties. If ‘nice’ is taken to mean ‘Borel
measurable’ then the desired functions do not exist.

1. PRELIMINARIES

We begin by describing the combinatorial statement that is equivalent to the
existence of a learning function.

We denote the unit interval [0,1] by I and we let F denote the family of finite
subsets of L.

Definition 1.1. Let m and d be two natural numbers with m > d. An m — d
monotone compression scheme is a function 7 : 1% — F such that whenever A is an
m-element subset of I it has a d-element subset B such that A C n(B), where we
identify B with the point in I? that is the monotone enumeration of B.
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Though the formulation of Definition 2 in [1] leaves open the possibility that
|A| < m and that |B| < d, as it uses indexed sets, it is clear from the results and
their proofs that our definition captures the essence of the notion.

There is a second function implicit in Definition 1.1: the choice of the subset B
of A. In [1] it does not get a name, we call it 0. So our schemes consist of a pair
of functions: o : [[|™ — [[]¢ and 7 : [¥ — F; they should satisfy A C (noo)(A) for
all A.

There is nothing special about the unit interval in this definition; we can and
shall apply this definition to other sets as well.

One final simplification is the following: our sets will come with a linear order.
Therefore we can, in a linearly ordered set (X, <), identify an m-element subset
of X with the point in X™ that is its monotone enumeration, so for us [X]|" =
{zeXm: (i<j<m)—(z; <z}

In the case of I this makes it possible to speak of continuity or Borel measurability
of the functions ¢ and 7. For the latter we consider the standard Vietoris topology
on the space of finite subsets, see [3, 2.7.20, 4.5.23].

The statement that is shown to be equivalent to 280 < N, is:

Weak compressability. For some m € N there is an (m 4+ 1) — m monotone
compressablity scheme for the finite subsets of I.

The equivalence of this statement with 2% < R, follows from the following set
of equivalences.

Theorem 1.2 ([1, Theorem 1]). Let k € N and let X be a set. Then there is a
(k+2) — (k4 1) monotone compression scheme for the finite subsets of X if and
only | X| < Ng.

Indeed, 2% < R, if and only if |I| = R, for some k € N.

The amount of Set Theory needed to appreciate this result and follow the proofs
in the next section is not too large. The first chapter of Kunen’s book [5] more
than suffices.

2. COMPRESSION AND DECOMPOSITIONS

In this section we give an equivalent description of monotone compression schemes
that does not mention the function 7. This shows that it is o that is doing the
compressing. We then use this description to connect the existence of compression
schemes to a result of Kuratowski from [6] that also characterizes when a set has
cardinality at most Nj.

2.1. Reformulating compression. Though the function  may have an impor-
tant role to play in concrete compression schemes, they are not really needed in
existence theorems.

Proposition 2.1. Let m and d be natural numbers and let X be a set. There is
an m — d monotone compression scheme for the finite subsets of X if and only if
there is a finite-to-one function o : [X]™ — [X]? such that o(x) C x for all x.

Proof. If the pair (n,0) determines an m — d monotone compression scheme then
o is finite-to-one. For let y € [X]¢ then o(x) = y implies x C 7(y), hence there are
at most (%) such z, where M = |n(y)|.

Conversely, if o is as in the statement of the proposition then we can let n(y)

Ul o(@) = ). O
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2.2. Kuratowski’s decompositions. The following theorem, proved by Kura-
towski in [6] provides one direction in his characterization of when a set has cardi-
nality at most Ny.

Theorem 2.2. The power w,ﬁ"'z can be written as the union of k+2 sets, {A; 1 i <

k -+ 2}, such that for every i < k+2 and every point {x; : j < k+2) in wi™? the
set of points y in A; that satisfy y; = x; for j # i is finite; in Kuratowski’s words
“A; is finite in the direction of the ith azis”.

The case k = 0 is easy: Ag = {(m,n) : m < n} and 4; = {{m,n) : m > n}.

The case £k = 1 and every later induction step involves a blatant application
of the Axiom of Choice: for every ordinal « in an interval [wy,,wp4+1) one needs
a well-order <, in order type w,. This same choice is used in the original proof
of Theorem 1.2, which indicates that the resulting compression schemes have no
simple description.

We now show how Theorem 2.2 can be used to prove sufficiency in Theorem 1.2.

Constructing a compression scheme from a decomposition. From a decomposition
as in Theorem 2.2 we construct a finite-to-one function o : [wi,]*+? — [wi]F! such
that o(x) C z for all . We assume, without loss of generality, that the sets A; are
disjoint.

Let z € [wg]¥T2 (so i < j < k+2 implies z; < x;). Take (the unique) i such that
z € A; and let o(z) be the point in w{™ that is 2 but without its coordinate ;.
In terms of sets we would have set o(z) = x \ {z;}.

This function is finite-to-one: if y € [wg]**! then for each i < k + 2 there are
only finitely many x in A; with y = o(z). O

As mentioned above Kuratowski’s result works both ways: if X**2 admits a
decomposition as above for w’,:” then | X| < Wg. This suggests that the necessity
in Theorem 1.2 is related to the converse of Theorem 2.2. This is indeed the case:
one can construct a Kuratowski-type decomposition from a compression scheme,
but because of our definition of the schemes we only get a decomposition of the
subset [wy]¥2 of the whole power. This can be turned into one for the whole power
but the process is a bit messy so we leave it be.

The proof of necessity from [1] closes the circle of implications that proves the

following.

Theorem 2.3. For a set X and a natural number k the following are equivalent:
(1) [X] <R,
(2) X*+2 admits a Kuratowski-type decomposition into k + 2 sets,

(3) there is a (k+ 2) — (k + 1) monotone compression scheme for the finite
subsets of X.

3. CONTINUITY AND BOREL MEASURABILITY

In this section we show that there does not exist an (m + 1) — m monotone
compression scheme for the finite subsets of I where the function ¢ is Borel mea-
surable. Sp, let m be a natural number and let o : [[]™*1 — [[]™ be a function
such that o(z) C z for all z.

If o is continuous then o is not finite-to-one. One can apply [4, Theorem VI.7] and
deduce that there is a point y such that the fiber 0% (y) is one-dimensional, but in
this case there is an elementary and more informative argument.

To this end let x € [[]™*! and assume for notational convenience that o(z) =
(x; 11 < m), i.e., that the coordinate z,, is left out of  when forming o(x).
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Let ¢ = %min{aziﬂ —x; : i < m} and let § > 0 be such that § < e and for all
y € [IJ™* with ||y — z|| < & we have ||o(y) — o(z)| < e.

Now if y € [[[™*! and ||y — z|| < § then |y; — ;] < & for all i < m. Also, when
i < j we have x; — x; > 3e. It follows that y,, —x; > € for all ¢ < m. This implies
that o(y) = (y; : i < m) for all y with ||y — x| < .

This shows that for every i the set O; = {z € [ : 6(z) = 2\ {2;}} is open.
Because [[]™*! is connected there is one i such that O; = [I]™*!. This shows that
o cannot be finite-to-one. O

The above proof can be used/adapted to show that if o is Borel measurable it
is not finite-to-one either.

If o is Borel measurable then o is not finite-to-one. There is a dense Ggs-set G in
[[]™*1 such that the restriction of o to G is continuous, see [7, § 31 II].

Let x € G. As in the previous proof we assume o(z) = (z; : i < m) and we
obtain a ¢ > 0 such that o(y) = (y; : ¢ < m) for all y € G that satisfy ||y — z|| <.

By the Kuratowski-Ulam theorem, [8], we can find a point y in G with ||y — z|| <
§ such that the set of points ¢ in the interval (z,,, — 9, ,, +9) for which y, = o(y)*(t)
belongs to G is co-meager. But for every such point we have o(y;) = o(y) and this
shows that o is not finite-to-one. O

4. REMARKS

In [1] a learning function is a function G from the union J,cI* to the family
of finite subsets of I. We can call such a function continuous or Borel measurable
if its restriction to each individual power is.

In the construction of an (m + 1) — m compression scheme from a learning
function the authors use its restriction to just one of these powers I, where d < m.
The definition of n(.S) involves taking the union of G(T') for all d-element subsets T’
of S, hence a union of (ZL) many sets.

The definition of ¢ involves choosing one m-element subset with a certain prop-
erty from of a given m + 1-element set.

The latter choice can be made explicit using a Borel linear order on the family
of all finite subsets of I, or even [I]™.

An analysis of this procedure shows that if G is Borel measurable then so are o
and 7.

The results of this section then imply that a Borel measurable learning function
does not exist. In this author’s opinion that means that the title of [1] should be
emended to “EMX-learning is impossible”.
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