14. Forcing

The method of forcing was introduced by Paul Cohen in his proof of inde-
pendence of the Continuum Hypothesis and of the Axiom of Choice. Forcing
proved to be a remarkably general technique for producing a large number
of models and consistency results.

The main idea of forcing is to extend a transitive model M of set theory
(the ground model) by adjoining a new set G (a generic set) in order to obtain
a larger transitive model of set theory M[G] called a generic extension. The
generic set is approximated by forcing conditions in the ground model, and
a judicious choice of forcing conditions determines what is true in the generic
extension.

Cohen’s original approach was to start with a countable transitive model M
of ZFC (and a particular set of forcing conditions in M ). A generic set can eas-
ily be proved to exist, and the main result was to show that M[G] is a model
of ZFC, and moreover, that the Continuum Hypothesis fails in M[G].

A minor difficulty with this approach is that a countable transitive model
need not exist. Its existence is unprovable, by Godel’s Second Incompleteness
Theorem. The modern approach to forcing is to let the ground model be the
universe V', and pretend that V has a generic extension, i.e., to postulate
the existence of a generic set G, for the given set of forcing conditions. As
the properties of the generic extension can be described entirely withing the
ground model, statements about V[G] can be understood as statements in
the ground model using the language of forcing. We shall elaborate on this
in due course.

Forcing Conditions and Generic Sets

Let M be a transitive model of ZFC, the ground model. In M, let us consider
a nonempty partially ordered set (P, <). We call (P, <) a notion of forcing
and the elements of P forcing conditions. We say that p is stronger than g if
p < q. If p and ¢ are conditions and there exists r such that both » < p and
r < g, then p and ¢ are compatible; otherwise they are incompatible. A set
W C P is an antichain if its elements are pairwise incompatible. A set D C P
is dense in P if for every p € P there is ¢ € D such that ¢ < p.
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Definition 14.1. A set F' C P is a filter on P if

(14.1) (i) F is nonempty;
(ii) if p< g and p € F, then q € F;
(iii) if p,q € F, then there exists r € F such that r < p and r < q.

A set of conditions G C P is generic over M if

(14.2) (i) G is a filter on P;
(ii) if D is dense in P and D € M, then GN D # {.

We also say that G is M-generic, or P-generic (over M), or just generic.

Note how genericity depends on the ground model M: What matters is
which dense subsets of P are in M. Thus if D is any collection of sets, let us
say that a set G C P is a D-generic filter on P if it is a filter and if GND # ()
for every dense subset of P that is in D. Then G is generic over M just in
case it is D-generic where D is the collection of all D € M dense in P.

Genericity can be described in several equivalent ways. A set D C P is
open dense if it is dense and in addition, p € D and ¢ < p imply ¢ € D; D is
predense if every p € P is compatible with some ¢ € D. If p € P, then D is
dense (open dense, predense, an antichain) below p if it is dense (open dense,
predense, an antichain) in the set {g € P : ¢ < p}.

If D is either dense or a maximal antichain then D is predense. In Defini-
tion 14.1, “dense” in (14.2)(ii) can be replaced by “open dense,” “predense,”
or “a maximal antichain”—see Exercises 14.3, 14.4, and 14.5.

Example 14.2. Let P be the following notion of forcing: The elements of P
are finite 0-1 sequences (p(0),...,p(n — 1)) and a condition p is stronger
than ¢ (p < q) if p extends gq. Clearly, p and ¢ are compatible if either p C ¢
or ¢ C p. Let M be the ground model (note that (P, <) € M), and let G C P
be generic over M. Let f = JG. Since G is a filter, f is a function. For every
n € w, the sets D, = {p € P : n € dom(p)} is dense in P, hence it meets G,
and so dom(f) = w.

The 0-1 function f is the characteristic function of a set A C w. We claim
that the function f (or the set A) is not in the ground model. For every
0-1 function g in M, let Dy, = {p € P : p ¢ g}. The set D, is dense, hence it
meets G, and it follows that f # g. O

This example describes the simplest way of adjoining a new set of natural
numbers to the ground model. A set A C w obtained this way is called
a Cohen generic real.

Except in trivial cases, a generic set does not belong to the ground model;
see Exercise 14.6.

Example 14.3. In the ground model M, consider the following partially
ordered set P. The elements of P are finite sequences p = {(«apg,...,,—1) of
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countable ordinals (in M), and a condition p is stronger than a condition ¢
(p < q) if p extends ¢q. Now if G C P is generic over M, we let f =|JG. As
in Example 14.2, f is a function on w, and since for every a < wi, the set
E, ={p € P:a cran(p)} is dense, it follows that ran(f) = wi. Thus in
any model N D M that contains G, the ordinal w} is countable. O

This example describes the simplest way of collapsing a cardinal.

As these examples suggest, a generic set over a transitive model need not
exist in general. However, if the ground model is countable, then generic sets
do exist. If M is countable and (P,<) € M, then the collection D of all
D € M that are dense in P is countable and the following lemma applies:

Lemma 14.4. If (P, <) is a partially ordered set and D is a countable col-
lection of dense subsets of P, then there exists a D-generic filter on P. In
fact, for every p € P there exists a D-generic filter G on P such that p € G.

Proof. Let Dy, Do, ... be the sets in D. Let py = p, and for each n, let p,
be such that p,, < p,_1 and p, € D,,. The set

G={q€ P:q>p, for somen e N}
is a D-generic filter on P and p € G. O

We shall now state the first of the three main theorems on generic models.
We shall prove these theorems (14.5, 14.6, 14.7) later in this chapter.

Theorem 14.5 (The Generic Model Theorem). Let M be a transitive
model of ZFC and let (P, <) be a notion of forcing in M. If G C P is generic
over P, then there exists a transitive model M[G] such that:

(i) M[G] is a model of ZFC;

(i) M C M|[G] and G € M[G];

(i) Ord™S = Ora™;

(iv) if N is a transitive model of ZF such that M C N and G € N, then
MI[G] C N.

The model M[G] is called a generic extension of M. The sets in M[G]
will be definable from G and finitely many elements of M. Each element
of M[G] will have a name in M describing how it has been constructed. An
important feature of forcing is that the generic model M[G] can be described
within the ground model. Associated with the notion of forcing (P, <) is
a forcing language. This forcing language as well as the forcing relation I
are defined in the ground model M. The forcing language contains a name
for every element of M[G], including a constant G, the name for a generic
set (it is customary to denote names by dotted letters a). Once we select
a generic set G, then every constant of the forcing language is interpreted as
an element of the model M|[G].



204 Part II. Advanced Set Theory

The forcing relation is a relation between the forcing conditions and sen-
tences of the forcing language:
plko

(p forces o). The forcing relation, which is defined in M, is a generalization
of the notion of satisfaction. For instance, if p |- ¢ and if ¢’ is a logical
consequence of o, then p I o’.

The second main theorem on generic models establishes the relation be-
tween forcing and truth in M[G]:

Theorem 14.6 (The Forcing Theorem). Let (P, <) be a notion of forcing
in the ground model M. If o is a sentence of the forcing language, then for
every G C P generic over M,

(14.3) M[G]E o ifand only if (Ipe G)plko.

[In the left-hand-side o one interprets the constants of the forcing language
according to G.]

The third main theorem lists the most important properties of the forcing
relation.

Theorem 14.7 (Properties of Forcing). Let (P, <) be a notion of forcing
in the ground model M, and let MT be the class (in M) of all names.

(i) (a) If p forces ¢ and q < p, then q I+ @.
(b) No p forces both ¢ and —p.
(¢) For every p there is a ¢ < p such that q decides ¢, i.e., either
q - orqlF —p.
(ii) (a) plF =y if and only if no ¢ < p forces .
(b) plF @ A4 if and only if p Ik ¢ and p |- ).
p =Yz ¢ if and only if pIF @(a) for every a € MT.
(¢) plk VvV if and only if Vg <pIr <q(rlk ¢ orr k).
p -3z if and only if Yg <p3r < q3a € MPri- p(a).
(iii) If pIF 3x @ then for some a € M, pl- p(a).

Separative Quotients and Complete Boolean Algebras

While the forcing relation can be defined directly from the partial order-
ing (P, <), it turns out that its properties, and the properties of the generic
extension are determined by a certain complete Boolean algebra that can
be associated with (P, <). We shall therefore introduce the Boolean alge-
bra B(P) and then use it to define the class M¥ (the P-names) and the
forcing relation I-.

Definition 14.8. A partially ordered set (P,<) is separative if for all
p,q e P,

(14.4) if p £ ¢ then there exists an 7 < p that is incompatible with g.
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The forcing notions in Examples 14.2 and 14.3 are separative. On the other
hand, a linear ordering is not separative (if it has more than one element).
Another example of a nonseparative partial order is the set of all infinite
subsets of w, ordered by inclusion.

If B is a Boolean algebra, then (B, <) is a separative partial order.
A more general statement is true. A set D C P is dense in a partially ordered
set (P, <) if for every p € P there is a d € D such that d < p. A set D C BT
is dense in a Boolean algebra B if it is dense in (B, <). The following lemma
is easy to verify:

Lemma 14.9. If D is a dense subset of a Boolean algebra B, then (D, <) is
a separative partial order. O

Conversely, every separative partial order can be embedded densely in
a complete Boolean algebra:

Theorem 14.10. Let (P, <) be a separative partially ordered set. Then there
is a complete algebra B such that:

(i) P C BT and < agrees with the partial ordering of B.
(ii) P is dense in B.

The algebra B is unique up to isomorphism.

Proof. The proof is exactly the same as the proof of Theorem 7.13. B is the
set of all regular cuts in P and separativity implies that every U, (where
p € P) is regular. O

When (P, <) is not separative, we can replace it by a separative partial
order that will produce the same generic extension. This is the consequence
of the following lemma:

Lemma 14.11. Let (P, <) be a partially ordered set. There exists a separa-
tive partially ordered set (Q, <) and a mapping h of P onto Q such that

(14.5) (i) = <y implies h(x) < h(y);
(ii) = and y are compatible in P if and only if h(x) and h(y) are
compatible in Q).

Proof. Let us define the following equivalence relation on P:
x ~vy if and only if Vz(z is compatible with x < z is compatible with y).
Let Q = P/~ and let us define

[z] < [y] < (Vz < z)[z and y are compatible].

The relation < on @ is a partial ordering, and it is easy to verify that (Q, <) is
separative. The mapping h(z) = [z] satisfies (14.5). O
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The partial order (Q, <) is called the separative quotient of (P, <) and is
unique (up to isomorphism); see Exercise 14.9.

Corollary 14.12. For every partially ordered set (P, <) there is a complete
Boolean algebra B = B(P) and a mapping e : P — BT such that:

(14.6) (i) if p < q then e(p) < e(q);
(ii) p and q are compatible if and only if e(p) - e(q) # 0O;
(iii) {e(p):p € P} is dense in B.

B is unique up to isomorphism. ]

Our earlier statements about the generic extension being determined
by B(P) are based on the following facts:

Lemma 14.13. (i) In the ground model M, let Q be the separative quotient
of P and let h map P onto Q such that (14.5) holds. If G C P is generic
over M then h(G) C Q is generic over M. Conversely, if H C Q is generic
over M then h_1(H) C P is generic over M.

(ii) In the ground model M, let P be a dense subset of a partially ordered
set Q. If G C Q 1is generic over M then GNP C P is generic over M.
Conversely, if H C P is generic over M then G={q€ Q :(Ip € G)p < ¢}
is generic over M.

Proof. The proof is an exercise in verifying definitions (Exercise 14.1 is useful
here). O

As a consequence, if e : P — B(P) is as in Corollary 14.12 then G C P
and H = {u € B: Jp € Ge(p) < u} are definable from each other, and G is
generic if and only if H is, and M[G] = M[H]. Thus P and B(P) produce
the same generic extension.

In the ground model M, let B be a complete Boolean algebra. Outside M,
B is still a Boolean algebra, though not necessarily complete. An ultrafilter G
on B is called generic (over M) if

(14.7) [1X € G whenever X € M and X C G.

A routine verification (see Exercise 14.10) shows that G is a generic ultrafilter
if and only if G is a generic filter on B*.

Boolean-Valued Models

Let B be a complete Boolean algebra. A Boolean-valued model (of the lan-
guage of set theory) 2 consists of a Boolean universe A and functions of two
variables with values in B,

(14.8) le=yll,  [lzeyl
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(the Boolean values of = and €), that satisfy the following:

(14.9) (1) ||z == =1,
(i) [lz =yl = lly = |,
(iif) [lz =yl - [ly = 2] <[l = =],
(v) flz eyl lv=2z[-lw=yll <vewl

For every formula ¢(x1,...,2,), we define the Boolean value of ¢
lear, . san)ll - (a1,...,an € A)

as follows:
(a) For atomic formulas, we have (14.8).
(b) If ¢ is a negation, conjunction, etc.,

I=(ar, .- an) || = =ll¢(ar; .. an)l,
1@ AX)ar, - an)l = [[9(a, ... an)l - [Ix(a1, - -, an)]l;
1@V X)(ar,. .- an)| = [[$(a, ... an)ll + [Ix(a1, . ., an)|;
1% = x)(ar, s an) | = [[(=¢ V X)(ar, - - an) |,
1@ = x)(ar; - an) | = [[( = x) A (x = ¥))(ar, - - an)]l-

(c) If v is Jz ) or Vo,
||3x1/)(x,a1,...,an)|| = %}4“7/’(‘17@17~-7an)”,
||V$¢($,a1,-~-aan)|| = H Hw(aaalv-“aan)”'

acA

Note how the notion of a Boolean-valued model generalizes the notion of
a model; the Boolean value of ¢ is a generalization of the satisfaction pred-
icate E. If B is the trivial algebra {0,1}, then a Boolean-valued model is
just a (two-valued) model; i.e., consider A/= where x = y if and only if
o=yl = 1.

We say that ¢(ai,...,a,) is valid in A, if ||p(a1,...,a,)|| = 1. An im-
plication ¢ — ¢ is valid if ||¢]| < ||¢||. Hence it is postulated in (14.9)
that the axioms for the equality predicate = are valid in a Boolean-valued
model. It can be easily verified that all the other axioms of predicate calculus
are valid, and that the rules of inference applied to valid sentences result
in valid sentences. Thus every sentence provable in predicate calculus has
Boolean value 1, and if two formulas ¢, ¥ are provably equivalent, we have
llell = ll¥]|- For example, we have

=yl - lle@)I < lle@)]-

Boolean-valued models can therefore be used in consistency proofs in much
the same way as two-valued models. Let 2 be a Boolean-valued model such
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that all the axioms of ZFC are valid in 2. (We say that 2 is a Boolean-
valued model of ZFC.) Let o be a set-theoretical statement and assume that
lo|l # 0. Then we can conclude that o is consistent relative to ZFC; otherwise,
—¢ would be provable in ZFC and therefore valid in : ||-o|| = —||o| = 1.

There is an important special case of Boolean-valued models, and in this
special case, the Boolean-valued model can be transformed into a two-valued
model.

We say that a Boolean-valued model 2 is full if for any formula p(z, 21,
..., Ty) the following holds: For all a1, ..., a, € A, there exists an a € A such
that

(14.10) le(a,aq,. .. an)|l = [Tz o(x, a1, ..., an)|.

Let F' be an ultrafilter on B. We define an equivalence relation on A by
(14.11) x=vy ifandonlyif |z=y| €F,

and a binary relation F on A/= by

(14.12) [] E |y] if and only if |z € y| € F.

That = is an equivalence relation, and that (14.12) does not depend on the
choice of representatives are easy consequences of (14.9) and the fact that F' is
a filter. Thus 2A/F = (A/=, F) is a model. Moreover, we have the following
relationship between the Boolean-valued model 2 and the model 2/F":

Lemma 14.14. Let A be full. For any formula o(z1, ..., %),
(14.13)  A/FE ¢([a1],...,[an]) if and only if |¢(a1,...,a,)| € F,
forall ay,...,a, € A.

Proof. (a) If ¢ is atomic, then (14.13) is true by definition.
(b) If ¢ is a negation, conjunction, etc., we use the basic properties of an
ultrafilter, and the definition of || ||; e.g., we use

=gl € F if and only if 4] ¢ .
v A x|l € Fif and only if |[¢| € F and ||x| € F.

(c) If pis Jze(x,...), we use the fullness of 2 to prove (14.13), assuming
it holds for . By (14.10), we pick some a € A such that ||¢(a,...)|]| =
|3z ¢(z,...)| and then we have

|3z o(z,...)|| € F if and only if (Ja € A)|¢(a,...)|| € F,

which enables us to do the induction step in this case. ]
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The Boolean-Valued Model VB

We now define the Boolean-valued model V2. Let B be a complete Boolean
algebra.

Our intention is to define a Boolean-valued model in which all the axioms
of ZFC are valid. In particular, we want V2 to be extensional, i.e., the Axiom
of Extensionality to be valid in V' B:

(14.14) IVu(ue X o ueY)| <X =Y.

We shall define V¥ as a generalization of V: Instead of (two-valued) sets, we
consider “Boolean-valued” sets, i.e., functions that assign Boolean values to
its “elements.” Thus we define V' as follows:

(14.15) (i) VP =0,
(ii) VB, = the set of all functions z with dom(z) C V, and values

in B,
vE = VBB if @ is a limit ordinal, and
B<a
(i) VB = U VB
acOrd

The definition of ||z € y|| and ||z = y|| is motivated by (14.14), and the
requirement that x(t) < |t € z|. We define Boolean values by induction.
Each x € VB is assigned the rank in V?,

p(z) = the least « such that x € V.5 ,.

The forthcoming definition is by induction on pairs (p(x), p(y)), under the
canonical well-ordering.

To make the notation more suggestive, we introduce the following Boolean
operation that corresponds to the implication:

U=v=—-u+v

Let
(14.16) (DHwaH=mg: (lz =t - y(t)),
(@IMCyH:mJI(ﬂ0ﬁ4H€M%mM

(iil) flz =yl = llz Cyl - [ly < «].

We are going to show that V? is a Boolean-valued model. To do that, we have
to verify (14.9). Clause (ii) in (14.9) is trivially satisfied since the definition
of ||z = y|| is symmetric in z and y.

Lemma 14.15. ||z =z| =1 for allz € VE.
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Proof. By induction on p(z). Clearly, it suffices to show that ||« C x| = 1, i.e.,
we wish to show that z(t) = ||t € z|| =1 for all ¢t € dom(x), or equivalently,
that z(t) < ||t € z||. If ¢ € dom(x), then by the induction hypothesis we have
It = t|| = 1 and hence, by definition of ||t € z||, z(t) = ||t = t||-z(t) < ||t € z].

O

Now we prove (14.9)(iii) and (iv), simultaneously by induction:
Lemma 14.16. For all z,y,z € VB,
Q) o=yl v = =] < [}o = .
(i) o € y||- o = 2| < | € o],
(iii) |ly € || - lz = 2] < |ly € z]|.

Proof. By induction on triples {p(x), p(y), p(2)}.
(i) It suffices to prove that ||z C y|| - |ly = 2| < [lz C z||. Let t € dom(x)
be arbitrary; we wish to show that

(14.17) ly = 2|l - (2(t) = [t € yll) < x(t) = ||t € 2]

(using the definition of ||z C z||). By the induction hypothesis, we have
[t eyll-lly == < |t €z Thus [ly = z|| - (=) + [t € yl) = (ly =
z| = x@®) + (|Jly = 2| - ||t € y|| < —x(t) + ||t € 2||, and (14.17) follows.

(ii) Let t € dom(y) be arbitrary. By the induction hypothesis we have
[l =zl lz = t]| <[l = t]| and so

(14.18) o=z [le=tl-y@) <[z =t y@).
Taking the sum of (14.18) over all ¢ € dom(y), we get

o=z > (e=tl-yv®)< > Uz=tly®),

tedomy tedomy
that is, [z =z|| - [z € y|| < ||z € y].
(iii) Let ¢t € dom(x). By the definition of ||z = z|| we have x(¢) - ||z = z|| <
It € z|| and so
ly =t -2(t) - llz = 2| < lly =¢] - ]|t € =]
By the induction hypothesis, ||y = t|| - ||t € z|| < ||y € z||, and therefore
(14.19) ly =t -x(t) - |z = 2] < ly € ]|
Taking the sum of the left-hand side of (14.19) over all ¢ € dom(x), we get

> (ly=t-2@) llz= =z <y <=,

tedomx

that is, [ly € 2| - o = 2] < ly € 2. 0
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Thus VB is a Boolean-valued model. We will show that all axioms of ZFC
are valid in VB, First we show that VZ is extensional, and full.

Lemma 14.17. VB is extensional. O

Proof. Let X, Y € VB. By the definition of a = b we observe that if a < a’,
then (a’ = b) < (a = b). Thus for any u € VZ we have (|Ju € X|| = ||u €
Y|) < (X(u) = |ju € Y]) and therefore

(14.20) lgB(llu eX[[=fueYl)< IEB(X(U) = [lu € Y)).

While the left-hand side of (14.20) is equal to ||Vu (v € X — u € Y)||, the
right-hand side is easily seen to equal || X C Y||. Consequently,

IVu(ue X o ueY)| <X =Y. O

Lemma 14.18. If W is a set of pairwise disjoint elements of B and if a,,
u € W, are elements of VB, then there exists some a € VB such that u <
lla = ay|| for allu € W.

Proof. Let D =, ¢y dom(ay), and for every t € D, let a(t) = > {u-ay(t) :
u € W}. Since the u’s are pairwise disjoint, we have u - a(t) = u - a,(t)
for each u € W and each t € D. In other words, u < (a(t) = a,(t)) and
u < (ay(t) = a(t)), and so u < [|a = ay]|. O

Lemma 14.19. VB is full. Given a formula o(z,...), there exists some a €
VB such that (14.10) holds, i.e.,
le(a, .. )l = 13z ¢(z, .. ).

Proof. In (14.10), < holds for every a. We wish to find an a € V'Z such that
> holds. Let ug = || 3z (z, . ..)||. Let

D = {u € B : there is some a,, such that u < ||¢(ay,...)||}.

It is clear that D is open and dense below ug. Let W be a maximal set of
pairwise disjoint elements of D; clearly, > {u: u € W} > ug. By Lemma 14.18
there exists some a € V' such that u < ||a = a,|| for all u € W. Thus for
each u € W we have u < ||¢(a,...)||, and hence uy < ||¢(a,...)|. O

We remark that Lemma 14.19 was the only place in this chapter where
we used the Axiom of Choice.
Every set (in V) has a canonical name in the Boolean-valued model V5:

Definition 14.20 (By e-Induction).
(i) 0 =0;
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(ii) for every # € V, let & € VB be the function whose domain is the set
{g:y €x}, and for all y € z, &(y) = 1.

When calculating the Boolean value of a formula, one may find the fol-
lowing observation helpful (cf. Exercise 14.12):

(14.21) 13y € ) p(y)|| = edE ((y) - le@)I)s
[(Vy € z) e(y)|| = ep (@) = lle®ID-

The following lemma is the Boolean-valued version of absoluteness of
A formulas:

Lemma 14.21. If p(x1,...,x,) is a Ay formula, then

o1, ..., zn) if and only if ||o(Z1,...,%n)] = 1.
Proof. By induction on the complexity of . ]
Corollary 14.22. If ¢ is 31, then p(z,...) implies ||o(Z,...)| = 1. O
The next lemma states that V and VB “have the same ordinals:”

Lemma 14.23. For every z € VB,

|z is an ordinal|| = Y. |lz = &||.
a€Ord

Proof. Since “x is an ordinal” is Ag, we have, by Lemma 14.21,

> |z = &l < ||« is an ordinall|.
ac€Ord

On the other hand, let ||« is an ordinal|| = u. We first observe that if -y is an
ordinal, then

|z is an ordinal and z € ¥|| < 3 ||z = &]|.
acy

Also, for every a, we have
u<l|zedl+|lz=a|l+|acz|

However, there is only a set of a’s such that ||& € z|| # 0 (because ||& € x| =

Y tcdomall@ = t|| - 2(t))). Hence there is v such that u < [z C ¥|| and we

have u < 37 [lz = a/. O
We show now that V2 is a Boolean-valued model of ZFC.

Theorem 14.24. Every aziom of ZFC is valid in V5.

Proof. We show that ||o|| = 1 for every axiom of ZFC.
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Ezxtensionality. See Lemma 14.17.

Pairing. Given a,b € VZ, let ¢ = {a,b}? € VB be such that dom(c) = {a, b}
and c¢(a) = ¢(b) = 1. Then |la € ¢ Ab € ¢| = 1. This, combined with
Separation, suffices for the Pairing Axiom. (We could also verify directly
that [Vz € c(z =aVz=0)||=1.)

Separation. We prove that for every X € VB there is Y € VB such that

(14.22) Y CX||=1 and [[(Vz€ X)(p(z) »z€Y)| =1
Let Y € VB be as follows:
dom(Y) = dom(X), Y (t) = X(t)- [l(®)].
For every z € VB we have ||z € Y|| = ||z € X||-||¢(z)|| and this gives (14.22).
Union. We prove that for every X € V¥ there is Y € V' such that
(14.23) [(Vue X)(Mveu)(veY)|=1

(this is the weak version, cf. (1.8)).
If X € VB then letting Y € VB as follows verifies (14.23):

dom(Y) = [J{dom(u) : u € dom(X)}, Y(t)=1 forallte dom(Y).
Power Set. We prove that for every X € VB there is Y € VB such that
(14.24) Vu(uC X —ueY)|=1;
(cf. (1.9)). Here we let
dom(Y) = {u € VB : dom(u) = dom(X) and u(t) < X () for all ¢},
Y(u)=1 forall u € dom(Y).

To verify that Y satisfies (14.24) we use the following observation: If u € VB
is arbitrary, let «’ € VB be such that dom(u’) = dom(X) and u'(t) = X (¢) -
It € u|| for all t € dom(X). Then

lu € X|| < [lu =]

which makes it possible to include in dom(Y") only the “representative” u’s.
Infinity. See Lemma 14.21 for || is an inductive set|| = 1.

Replacement. It suffices to verify the Collection Principle, cf. (6.5); we prove
that for every X € VB there is Y € V¥ such that

(14.25) |(Vu e X)(Fvp(u,v) = (Fv eY)p(u,v))] = 1.
Here we let

dom(Y') = J{Su : u € dom(X)}, Y(t)=1 forallte dom(Y),
where S, C VB is some set such that

2 e o)l = 32 lleu, vl

veV B vESy
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Regularity. We prove that for every X € V5,
(14.26) | X is nonempty — (Jy € X)(Vz € y)z ¢ X|| =1.
If (14.26) is false, then

|IFu(ue X)A (Vye X)(Fzey)ze X||=b#0.

Let y € VB be of least p(y) such that ||y € X||-b# 0. Then |y € X| b <
|(3z € y) z € X||, so there exists a z € dom(y) such that ||z € X|| - |ly € X||-
b # 0. Since p(z) < p(y), this is a contradiction.

Choice. For every S, we have (by Corollary 14.22)
|S can be well-ordered| = 1.

Now, we prove that for every X € V5 there exist some S and f € VP such
that

(14.27) | f is a function on S and ran(f) D X|| = 1.

(This shows that || X can be well-ordered|| = 1.)
We let S = dom(X) and f € V' as follows:

dom(f) = {(&,2)? : z € S}, f(t)y=1 forallt € dom(f)
(where (a,b)B = {{a}?, {a,b}P}P). These S and f satisfy (14.27). O

Among elements of VB, one is of particular significance: the canonical
name for a generic ultrafilter on B:

Definition 14.25. The canonical name G for a generic ultrafilter is the
Boolean-valued function defined by

dom(G) = {a : u € B}, G(@) =u for every u € B.

See Exercise 14.14.

The Forcing Relation

Let M be a transitive model of ZFC (the ground model) and let (P, <) € M be
a notion of forcing. We shall now introduce the forcing language by specifying
names, define the forcing relation I and prove the fundamental properties
of I (Theorem 14.7). Throughout this section we work inside the ground
model.

Let (P, <) be a notion of forcing. By Corollary 14.12 there exists a com-
plete Boolean algebra B = B(P) such that P embeds in B by a mapping
e : P — B that satisfies (14.6) (and is not one-to-one if P is not separative).
We use M P to denote the B-valued model defined in (14.15) (inside M).
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Definition 14.26. M” = ME(P), The elements of M are called P-names
(or just names). P-names are usually denoted by dotted letters. The forcing
language is the language of set theory with names added as constants. The
forcing relation IFp (or just IF) is defined by

plk(ay, ..., a,) if and only if e(p) < ||p(a1,...,an)ll
where ¢ is a formula of set theory and a4, ..., @, are names.

We remark that both names and the forcing relation can be defined di-
rectly from P without using the complete Boolean algebra. However, we find
the direct definition somewhat less intuitive.

Proof of Theorem 14.7. (i) (a) If ¢ < p then e(q) < e(p).
(b) llell - I=eell = 0.
(c) If e(p) - ||¢ll # O then there is a ¢ < p such that e(q) < |¢];
similarly if e(p) - ||-¢|| # 0.
(ii) (a) Left-to-right: Use (i)(a) and (b). Right-to-left: If p does not
force = then e(p) - ||¢]| # 0 and proceed as in (i)(c).
(b) By (14.9)(b) and (c).
(c) For disjunction, we use ||oV|| = ||¢||+]||| and argue as in (ii)(a).
The existential quantifier is similar, using (14.9)(c).
(iii) By Lemma 14.19, M B is full and so e(p) < ||¢(a)| for some a. O

Among P-names there are canonical names & for sets in the ground model.
In practice one often abuses the notation by dropping the hécek ~ and con-
fusing x € M with its name Z.

We can also introduce a “name for M;” since a € M « (Jx € M)a =z,
we define

(14.28) plac M ifandonlyif Vg<pIr<qIz(ri-a=2).

Finally, we consider the canonical name for a generic filter on P. Using Defini-
tion 14.25 for B(P) and the relation between generic filters on P and generic
ultrafilters on B(P) spelled out in Lemma 14.13, we arrive at the following
definition:

(14.29) plkqge @ ifandonlyif Vr<pIs<rs<g,
or in terms of the separative quotient mapping h (Lemma 14.11),
plFge G ifandonlyif h(p) < h(q).

One final remark: By Theorem 14.24, every axiom of ZFC is forced by every
condition. So is every axiom of predicate calculus, and the forcing relation
is preserved by the rules of inference. Hence every condition forces every
sentence provable in ZFC.
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The Forcing Theorem and the Generic Model Theorem

We shall now define the generic extension M[G] and prove Theorems 14.5
and 14.6. We do it first for Boolean-valued models and handle the general
case afterward.

Let M be a generic transitive model of ZFC, and let B be a complete
Boolean algebra in M. Let G be an M-generic ultrafilter on B, i.e., generic
over M.

Definition 14.27 (Interpretation by G). For every z € M we define 2¢
by induction on p(z):

(i) 09 =0,

(ii) 2% = {y% : 2(y) € G}.

Using the interpretation by G, we let
(14.30) M[G] = {z% : x € MP}.

Lemma 14.28. Let G be an M -generic ultrafilter on B. Then for all names
z,y € MB

(i) 2% € y% if and only if ||z € y|| € G,
(ii) 2% =y if and only if ||z = y| € G.

Proof. We prove (i) and (ii) simultaneously, by induction on pairs (p(z), p(y)).

(i) ||z €y|| € G« 3t € dom(y) (y(t) € G and ||z =t]| € G)
« 3t (y(t) € G and 2 = tY)
2% e {t9 y(t) € G}
= yG.
(i) o C yll € G o Tycome (@) = It € yl) € G
— Vt € dom(z) («(t) € G implies ||t € y|| € G)
« Vt (z(t) € G implies t9 € y%)
= {t9:2(t) € G} Cy©
-z C yG. O

M]IG] is a transitive class. The following is the Forcing Theorem for
Boolean-valued models.

Theorem 14.29. If G is an M -generic ultrafilter on B, then for all x4, ...,
Ty € MB,

(14.31) MG E o(z,...,28) if and only if ||@(x1,...,2,)|| € G.

rn
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Proof. Lemma 14.28 proves (14.31) for atomic formulas. The rest of the proof
is by induction on the complexity of .

(a) pis ), Y Ax, YV, etc. Assuming (14.31) for ¢ and x, the induction
step works because G is an ultrafilter. For instance,

M[G]E ¢ A x « M[G] F ¢ and M[G] F x
= ¢l € Gand [[x]| € G

< Iyl - x|l € G
= |[vAx| €.

Similarly for —, V, etc.
(b) ¢ is Jx(x,...) or Ve i)(z,...). We assume (14.31) for ¢ and use the
genericity of G:

MI[G| E Jxp(x,...) < 3z € M[G]) M[G] F ¢(z,...)
— (Fr € MB)M[G] E ¥(2%,...)
= (Fr € MB) ||¢(z,...)]| € G
o S . )l e

zeM?B
o || Fx(x,.. )| €G.

The penultimate equivalence holds because if we let A = {||¢(z,...)| :
x € MP}, then A C B and A € M, and since G is generic we have

(J3a€e A)ae G ifandonlyif Y AeG.
Similarly for Vz¢(z,...). O
Corollary 14.30. M|[G] is a model of ZFC.

Proof. By Theorem 14.24, every axiom o of ZFC is valid in M7, therefore
loll =1 € G and hence o is true in M[G]. O

The following completes the proof of both Theorems 14.5 and 14.6 when
forcing with a complete Boolean algebra:

Lemma 14.31.

(i) M C M[G], and both models have the same ordinals.
(i) G € M[G] and if N D M s a transitive model of ZFC such that
G € N, then N D M|G].

Proof. (i) For every © € M, the G-interpretation of the canonical name %
is ¥ = z (proved by €-induction). Hence M C M]G]. To show that ev-
ery ordinal in M[G] is in M (that M[G] is not “longer” than M), we use
Lemma 14.23.
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(i) Let G be the canonical name of a generic ultrafilter (Definition 14.25).
Its interpretation is G = G and so G € M[G]. If N D M is a transitive model
containing G, then the construction of M[G] can be carried out inside NV, and
thus M[G] C N. O

We shall now prove Theorems 14.5 and 14.6:

Let (P, <) be a notion of forcing in the ground model M, and let G C P
be generic over M. Let B = B(P), and let M¥ = M?P be the class of the
P-names. First we define G-interpretation of P-names: For every z € M T,

(14.32) (i) 0% =0,
(ii) € ={y“: (Fp e G)e(p) < z(y)}.

Then we let

M[G) = {z% : 2 € MT}.

Now let H be the ultrafilter on B generated by e(G): H = {u € B :
3p € Ge(p) < u}. H is M-generic, and it is easily seen that ¢ = 27 for all
x € MB. Thus M[G] = M[H].

The Forcing Theorem now follows from the definition of I and The-
orem 14.29. As for the Generic Model Theorem 14.5, (a), (c), (d), and
the first part of (b) are immediate consequences of Lemma 14.31; it only
remains to verify that G € MJ[G]. For that, we can either observe that
G ={p € P :elp) € H} is in M[H], or invoke (14.29) and verify that
GY=aG.

Consistency Proofs

Forcing is used mainly (but not exclusively) in consistency proofs. In practice,
a consistency result is usually presented as follows: Suppose that A is some
sentence (in the language of set theory) and we wish to prove that A is consis-
tent with ZFC, or more generally, that A is consistent with some extension T
of ZFC. This is accomplished by assuming that T holds (in V, the universe)
and by exhibiting a forcing notion P such that the generic extension V[G]
satisfies A.

One way to make this argument legitimate is to assume that there exists
a countable transitive model M of T. Using a forcing notion P € M, there
exists a P-generic filter G over M, and M|[G] is a transitive model that
satisfies A. Hence A is consistent relative to T.

The assumption of a countable transitive model is unnecessary, as state-
ments about generic extensions can be considered merely as an informal refor-
mulation of statements about the forcing relation. In particular, “V[G] satis-
fies A” is to be understood to mean “every p € P forces A.” Then (assuming
that T is consistent), the negation —A is not provable: If it were then every
condition would force —=A (or, the Boolean value ||=A|| would be 1). Note
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that for consistency of A, it is enough to show that some p € P forces A; in
the language of generic extensions, one finds a p € P such that when G is
generic and p € G, then V|G| E A.

In some cases, forcing results are stated as independence results: A sen-
tence A is independent of the axioms T. This usually means that both A
and —A are consistent with T.

Independence of the Continuum Hypothesis

We now present Cohen’s proof of independence of CH.
Theorem 14.32. There is a generic extension V[G] that satisfies 280 > X;.

Proof. We describe the notion of forcing that produces a generic extension
with the desired property. Let P be the set of all functions p such that

(14.33) (i) dom(p) is a finite subset of wy X w,
(ii) ran(p) C {0,1},

and let p be stronger than ¢ if and only if p D q.
If G is a generic set of conditions, we let f = |JG. We claim that

(14.34) (i) f is a function;
(ii) dom(f) = wa X w.

(Of course, wy means wo in the ground model.)

Part (i) of (14.34) holds because G is a filter. For part (ii), the sets Dq, ,, =
{p € P:(a,n) € dom(p)} are dense in P, hence G meets each of them, and
so (a,n) € dom(f) for all (a,n) € wy X w.

Now, for each a < wo, let fo : w — {0,1} be the function defined as
follows:

fa(n) = f(a,n).
If o # 3, then f, # fg; this is because the set

D ={pe€ P:pla,n) # p(B,n) for some n}

is dense in P and hence G N D # . Thus in V[G] we have a one-to-one
mapping a — f, of wy into {0,1}¥.

Each f, is the characteristic function of a set a, C w. As in Example 14.2,
we call these sets Cohen generic reals. Thus P adjoins Ny Cohen generic reals
to the ground model.

The proof of Theorem 14.32 is almost complete, except for one detail: We
don’t know that the ordinal wy is the cardinal Xy of V[G]. We shall complete
the proof by showing that V[G] has the same cardinals as the ground model
(P preserves cardinals).
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Definition 14.33. A forcing notion P satisfies the countable chain condition
(c.c.c.) if every antichain in P is at most countable.

The following theorem is one of the basic tools of forcing:

Theorem 14.34. If P satisfies the countable chain condition then V and
V[G] have the same cardinals and cofinalities.

In other words cfV a = cf V¢ o for all limit ordinals «; the statement on
cardinals follows.

Proof. Tt suffices to show that if k is a regular cardinal then s remains regular
in V[G]. Thus let A < x; we show that every function f € V[G] from A into
is bounded.

Let f be a name, let p € P and assume

(14.35) p Ik f is a function from A to &.

For every a < A consider the set

Aa={B<k:3g<pqlr f(a) =B}

We claim that every A, is at most countable: If W = {gg : § € Ay} is a set
of witnesses to § € A, then W is an antichain, and therefore countable by
c.c.c. Hence |Aq| < Ro.

Now, because & is regular, the set | J,., Aa is bounded, by some v < &.
It follows that for each o < A, p forces f(a) <.

Thus for every f € V¥ and every p € P, if (14.35) then p I+ f is bounded

below . It follows that in V[G], every function f: A — & is bounded. O

Now we complete the proof of Theorem 14.32 by showing that the forc-
ing notion that we employed satisfies c.c.c. That follows from the following
consequence of Theorem 9.18 on A-systems. O

Lemma 14.35. Let P be a set of finite functions, with values in a given
countable set C. Let p < q be defined as p D q, and assume that for all p,q €
P, if pUgq is a function then pUq € P (or more generally, Ir € P (r D pUq)).
Then P satisfies the countable chain condition.

Proof. Let F be an uncountable subset of P, and let W be the set {dom(p) :
p € F}. As C is countable, the set W must be uncountable. By Theorem 9.18
there exists an uncountable A-system Z C W;let S = X NY for any X #Y
in Z. Let G be the set of all p € F such that dom(p) € Z; again because C'is
countable there are uncountably many p € G with the same p[S. Now if p
and ¢ are two such functions, i.e., dom(p) Ndom(q) = S and p[S = ¢S, then
p and ¢ are compatible functions and therefore compatible conditions. Hence
F' is not an antichain. O
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Independence of the Axiom of Choice

If the ground model M satisfies the Axiom of Choice, then so does the
generic extension. However, we can still use the method of forcing to con-
struct a model in which AC fails; namely, we find a suitable submodel of the
generic model, a model N such that M ¢ N ¢ M[G].

Theorem 14.36 (Cohen). There is a model of ZF in which the real num-
bers cannot be well-ordered. Thus the Axiom of Choice is independent of the
axioms of ZF.

Before we construct a model without Choice, we shall prove an easy but
useful lemma on automorphisms of Boolean-valued models. Let B be a com-
plete Boolean algebra and let m be an automorphism of B. We define, by
induction on p(z) an automorphism of the Boolean-valued universe V2, and
denote it also 7:

(14.36) (i) «(0) = 0;
(ii) jomgmci = m(dom(z)), and (7z)(ry) = w(z(y)) for all w(y) €

Clearly, 7 is a one-to-one function of V2 onto itself, and 7 () = & for every .

Lemma 14.37. Let ¢(x1,...,x,) be a formula. If m is an automorphism
of B, then for all x1,...,x, € VB,
(14.37) lo(mzy, ..., man)|| = m(llo(zr, ... za)ll)-

Proof. (a) If ¢ is an atomic formula, (14.37) is proved by induction (as in the
definition of ||z € y||, ||z = y||). For instance,

lrzemyl = 3> (lmz =t]|- (7y)(t))
tedom(mwy)
= 2 (lmz =mz| - (7y)(72))
z€dom(y)
=7 2 (lr=zl-y() = (e € yl):
z€dom(y)
(b) In general, the proof is by induction on the complexity of ¢. ]

In practice, (14.37) is used as follows: Let (P, <) be a separative partially
ordered set. If  is an automorphism of P, then 7 extends to an automorphism
of the complete Boolean algebra B(P), by 7(u) = Y {m(p) : p < u}. Then
(14.37) takes this form: For all P-names @1, ..., &y,

(14.38) plFo(t1,...,4,) ifand only if @p Ik p(ndy, ..., 7Ey).

For the proof of Theorem 14.36, let us assume that the ground model M
satisfies V' = L. We first extend M by adding countably many Cohen generic
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reals: Let P be the set of all functions p such that

(14.39) (i) dom(p) is a finite subset of w X w,
(ii) ran(p) C {0,1},

and let p < ¢ if and only if p D gq.
Let G be a generic set of conditions. For each ¢ € w, let

a;={ne€ew:(3peq)pi,n) =1}

and let A = {a; :i € w}. Let a;, i € w, and A be the canonical names for a;
and A:

(14.40) dom(a;) ={n:n €w}, and a;(n) => {p€ P:p(i,n) =1},
(14.41) dom(A) = {a; : i € w}, and A(a;) = 1.

Lemma 14.38. If i # j, then every p forces a; # a;.

Proof. For every p there exists a ¢ D p such that for some n € w, ¢(i,n) =1
and ¢(j,n) =0. O

In the model MI[G], let N be the class of all sets hereditarily ordinal-
definable over A, N = HOD(A). As we have seen in Chapter 13, N is a tran-
sitive model of ZF. Since the elements of A are sets of integers, it is clear that
A € N. We shall show that A cannot be well-ordered in the model N. For
that, it suffices to show that there is no one-to-one function f € N from A
into the ordinals.

Lemma 14.39. In M|[G], there is no one-to-one function f : A — Ord,
ordinal-definable over A.

Proof. Assume that f: A — Ord is one-to-one and ordinal-definable over A.
Then there is a finite sequence s = (zg,...,xx) in A such that f is ordinal-
definable from s and A. Since f is one-to-one, it is easy to see that every
a € A is ordinal definable from s and A. In particular, pick some a € A that
is not among the x;, i < k.

Since a € OD]s, A], there is a formula ¢ such that

(14.42) M]G] E a is the unique set such that ¢(a,aq,...,an,s, A)

for some ordinals ayq, ..., a,. We shall show that (14.42) is impossible.
Let a be a name for a, let &g, ..., £ be names for zg, ..., zx and let
$ be a name for the sequence (zg,...,zx). We shall show the following:

(14.43) For every py that forces w(@,dl,...,.dn,é,/l) there exist b and
q < po such that ¢ forces a # b and (b, &1, ..., a4y, $, A).

Let po IF p(a, a1, .. .,an,é,A). There exist 4, i, ..., i and p; < po such
that p; forces a = a;, ©o = Q4y, - .., Tk = a;i,,. Let j € w be such that j # 4,
and that for all m, (j,m) ¢ dom(py).
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Now let m be the permutation of w that interchanges ¢ and j, and 7z = =
otherwise. This permutation induces an automorphism of P: For every p € P,

(14.44) dom(7p) = {(rz,m) : (x,m) € dom(p)},
(mp)(rz, m) = p(z,m).

In turn, 7 induces an automorphism of B, and of MPB. It is easy to see
(cf. (14.40) and (14.41)) that w(a;) = a;, 7(aj) = a;, 7(ag) = a, for all
x#1,j, 7(A) = A and 7(3) = 5. Since (j,m) ¢ dom(p,) for all m, it follows
that (¢,m) ¢ dom(mp;) for all m, and thus p; and 7p; are compatible. Let
q=p1Umps.

Now, on the one hand we have

p1 I @(ai, an, ... an, 5 A),

and on the other hand, since 7t = &, 7§ = $ and 7A = A, we have
w1 Ik (a;, an,. .., an, s, A)

Hence

qlF (@i, ...) and ¢(aj,...)

and by Lemma 14.38, ¢ IF a; # a;. Thus we have proved (14.43), which
contradicts (14.42). O

Exercises

14.1. Show that in the definition of generic set one can replace (14.1)(iii) by the
following weaker property: If p,q € G, then p and g are compatible.

[To prove (14.1)(iii), show that D = {r € P : either r is incompatible with p,
or r is incompatible with ¢, or » < p and r < g} is dense.]

14.2. A filter G on P is generic over M if and only if for every p € G, if D € M is
dense below p then G N D # {.

14.3. A filter G on P is generic over M if and only if GN D # () whenever D € M
is open and dense in P.

14.4. A filter G on P is generic over M if and only if GN D # () whenever D € M
is predense in P.

14.5. A filter G on P is generic over M if and only if GN D # () whenever D € M

is a maximal antichain in P.

14.6. Let (P, <) be a notion of forcing in M with the following property: For every
p € P there exist ¢ and r such that ¢ < p, r < p and such that ¢ and r are
incompatible. Show that if G C P is generic over M, then G ¢ M.

[If F is a filter on P, then {p € P:p ¢ F'} is dense in P.]
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14.7. If {q : q IF ¢} is dense below p then p IF .

14.8. Assume that for every p € P there exists a G C P generic over M such that
p € G (e.g., if M is countable). Show that p I o if and only if M[G] E o for all
generic G such that p € G.

14.9. The separative quotient is unique up to isomorphism.
[If (@, <) is separative, then < can be defined in terms of compatibility: < y
if and only if every z compatible with z is compatible with y.]

14.10. If B is a complete Boolean algebra in the ground model M, then G C B is
a generic ultrafilter over M if and only if G is a generic filter on B™ over M.

14.11. An ultrafilter G on B is generic over M if and only if for every partition W
of B such that W € M, there exists a unique u € G N W.

14.12. () Gy € 2) W)l = 2y caom= @) - [e@)ID)-
(i) [I(vy € 2) eIl = Iy caoma (W) = lle@)ID)-

14.13. (i) If z = y then || = g|| = 1 and if z # y then ||z = g|| = 0.
(i) If x € y then |2 € y|| =1 and if = ¢ y then ||Z € §|| = 0.

14.14. Let G be the canonical name for a generic ultrafilter on B. Show that

(i) ||G is an ultrafilter on Bl =1 .
(ii) For every X C B, [|if X C G then [[X € G|| = 1.

14.15. If G is an M-generic ultrafilter on B, let MP/G be defined by (14.11)
and (14.12). Prove that M? /G is isomorphic to M[G].

14.16. If G is an M-generic ultrafilter on B and 7 an automorphism of B (in M),
then H = 7(G) is M-generic and M[H] = MI[G].

Historical Notes

The method of forcing was invented by Paul Cohen who used it to prove the inde-
pendence of the Continuum Hypothesis and the Axiom of Choice (see [1963, 1964]
and the book [1966]). The Boolean-valued version of Cohen’s method has been for-
mulated by Scott, Solovay, and Vopénka. Following an observation of Solovay that
the forcing relation can be viewed as assigning Boolean-values to formulas, Scott
formulated his version of Boolean-valued models in [1967]. Vopénka developed a the-
ory of Cohen’s method of forcing, using open sets in a topological space as forcing
conditions (in [1964, 1965a, 1965b, 1965¢, 1966, 1967a] and Vopénka-H4jek [1967)),
eventually arriving at the Boolean-valued version of forcing more or less identical
to Scott-Solovay’s version (Vopénka [1967b]).



