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Week 1

From models to differential
equations

1.1 Laundry on a line

1.1.1 A linear model

Consider a rope tied between two positions on the same height and hang a sock
on that line at location xg.

Then the balance of forces gives the following two equations:

Ficosa = Fycos 8 =c,
Fisina + Fysin 8 = mg.

We assume that the positive constant ¢ does not depend on the weight hanging
on the line but is a given fixed quantity. The g is the gravitation constant and
m the mass of the sock. Eliminating F; we find
tana + tan § = g

c
We call u the deviation of the horizontal measured upwards so in the present
situation u will be negative. Fixing the ends at (0,0) and (1,0) we find two
straight lines connecting (0,0) through (xg,u(xg)) to (1,0). Moreover u'(x) =
tan 8 for > xo and v/ (x) = —tan« for z < zg, so

u'(ry) = —tana and u/(x) = tan 3.

1



This leads to m
o (xd) - (@) = 22, (1.1)
C

and the function « can be written as follows:

_f ="z (1 —xg) for x < x,
ulz) = { —"xo(1—x) for x> x0. (1.2)

Hanging multiple socks on that line, say at position x; a sock of weight m;
with ¢ = 1...35, we find the function u by superposition. Fixing

[ x(l=s) forxz<s,
G(I’S)_{ s(1—z) forz>s, (1.3)
we’ll get to
B g
u(x) = Zsz G (z,z;).
i=1
Indeed, in each point z; we find
- mig f_ Mg
u'(zf) = (v]) = — . [%G(m,x,)] Bt

I:Ii

In the next step we will not only hang point-masses on the line but even a
blanket. This gives a (continuously) distributed force down on this line. We
will approximate this by dividing the line into n units of width Az and consider
the force, say distributed with density p(x), between x; — %Aw and x; + %Aw to
be located at z;. We could even allow some upwards pulling force and replace
—m;g/c by p(x;)Azx to find

n

u(x) = Zp(a?i)Am G (z,z;).

i=1

Letting n — oo and this sum, a Riemann-sum, approximates an integral so that
we obtain

u(z) = /0 G (z,s) p(s) ds. (1.4)

We might also consider the balance of forces for the discretized problem and
see that formula (1.1) gives

u'(z; + 303) — ' (z; — 30z) = —p(a;) A
By Taylor
W (i iAx) = () + 30z U (z) + O (Ax)?,
Wz —iAz) = () - IOz u(z) + O (Ax)?,

and
Az v (z;) + O (Ax)? = —p(x;) Aw.

After dividing by Ax and taking limits this results in

() = pla). (15)



Exercise 1 Show that (1.4) solves (1.5) and satisfies the boundary conditions

Definition 1.1.1 The function in (1.3) is called a Green function for the
boundary value problem
{ —u"(z) = p(z
(1)

u(0) =wu(l) = (;

1.1.2 A nonlinear model

Consider again a rope tied between two positions on the same height and again
hang a sock on that line at location xy. Now we assume that the tension is
constant throughout the rope.

To balance the forces we assume some sidewards effect of the wind. We find

F1 = FQ =C,
Fisina + Fysin 8 = mg.

Now one has to use that

/ + ! —
sin B = Y (xo) = and sina = Y (mo) =
L+ (v (27)) L+ (v (27))
and the replacement of (1.1) is
u' (zg) v (zq) _myg

S @ @) Jirw @)}

A formula as in (1.2) still holds but the superposition argument will fail since
the problem is nonlinear. So no Green formula as before.

Nevertheless we may derive a differential equation as before. Proceeding as
before the Taylor-expansion yields

_% &2 = p(). (1.6)
1+ (u/ (2))



1.1.3 Comparing both models

The first derivation results in a linear equation which directly gives a solution
formula. It is not that this formula is so pleasant but at least we find that
whenever we can give some meaning to this formula (for example if p € L!)
there exists a solution:

Lemma 1.1.2 A function u € C?[0,1] solves

{ —u(z) = f(x) for0 <z <1,
u(0) = u(l) =0,

if and only if X
u(z) :/0 G (z,s) f(s)ds

z(l—s) for0<z<s<1,
G(l'ys)_{s(l_x) fo’l”0§8<x§]~-

The second derivation results in a non-linear equation. We no longer see
immediately if there exists a solution.

Exercise 2 Suppose that we are considering equation (1.6) with a uniformly
distributed force, say £p(x) = M. If possible compute the solution, that is, the
function that satisfies (1.6) and w(0) = u(1) = 0. For which M does a solution
exist? Hint: use that u is symmetric around 5 and hence that w'(3) = 0.

1

- 0.
0.2
-0.3
0.4
0.5
Here are some graphs of the solutions from the last exercise.

Remark 1.1.3 If we don’t have a separate weight hanging on the line but are
considering a heavy rope that bends due to its own weight we find:

{ —u"(x) = ey/1+ (W (2))? for 0 <z <1,
u(l) = 0;

u(0) =



1.2 Flow through area and more 2d

Consider the flow through some domain €2 in R? according to the velocity field
v = (v1,v2).

Definition 1.2.1 A domain €2 is defined as an open and connected set. The
boundary of the domain is called 02 and its closure 2 = QU 0S).

7 v

If we single out a small rectangle with sides of length Az and Ay with (z,y)
in the middle we find

e flowing out:

y+3Ay etile
Out = / U1 (:c + %A$, 5) ds + / PV (s,y + %Ay) ds,
yféﬁy AN
e flowing in:
y+%Ay z-&-%Aw
In= / p-U1 (x — %Am, 5) ds + / PV (s,y — %Ay) ds.
y—%Ay w—%Aw

Scaling with the size of the rectangle and assuming that v is sufficiently
differentiable we obtain

- Out —In -~ L/“%Ay v (z+ 30z,8) — vy (w—%Aw,s)dS+
Aylo Az/\ T Aylo A A
A%o ey A%O Y Jy—toy *
1
4 lim L/””“A’” v (5, + 509) —va (5,9 — 58)
Al A7 Ja-poss Ay
y+30y vy T+3 Az vy

_p _p
— lim 2 I (4, 5) ds + lim 2= 92 (5 0)d
Aylo Ny /Q%Ay Ox (w,5) ds + Awlo A /I%AI oy (s,y) ds

ovy (z,y) Ovs (z,y)
P o tp oy




If there is no concentration of fluid then the difference of these two quantities
should be 0, that is V.v = 0. In case of a potential flow we have v = Vu for
some function u and hence we obtain a harmonic function u:

Au=V.Vu=V.v=0.

A typical problem would be to determine the flow given some boundary data,
for example obtained by measurements:

{ Au=0 inQ,

ainuzw on 0f. (1.7)

The specific problem in (1.7) by the way is only solvable under the compatibility
condition that the amount flowing in equals the amount going out:

Pdo = 0.
o0
This physical condition does also follow ‘mathematically’ from (1.7). Indeed,
by Green’s Theorem:

¢da:/ iuda:/ n-Vuda:/V-VudA:/AudA:().
a0 a0 On a0 Q Q

In case that the potential is given at part of the boundary I' and no flow in or
out at OQ\I" we find the problem:

Au=0 in Q,
u=¢ on I (1.8)
%u =0 on OO\l

Such a problem could include local sources, think of external injection or ex-
traction of fluid, and that would lead to Au = f.

Instead of a rope or string showing a deviation due to some force applied
one may consider a two-dimensional membrane. Similarly one may derive the
following boundary value problems on a two-dimensional domain 2.

1. For small forces/deviations we may consider the linear model as a reason-

able model:
—Au(x,y) = f(-’lf,y) for (x7y) € Qv
u(z,y) =0 for (z,y) € ON.

The differential operator A is called the Laplacian and is defined by Au =
Ugg + Uyy.

2. For larger deviations and assuming the tension is uniform throughout the
domain the non-linear model:

(LY =y for () €0,
1+ V(e )
u(z,y) =0 for (z,y) € ON.

Here V defined by Vu = (ug,u,) is the gradient and V- the divergence
defined by V- (v, w) = v +w,. For example the deviation u of a soap film
with a pressure f applied is modeled by this boundary value problem.

6



3. In case that we do not consider a membrane that is isotropic (meaning
uniform behavior in all directions), for example a stretched piece of cloth
and the tension is distributed in the direction of the threads, the following
nonlinear model might be better suited:

_90 Ug (T,Y) _ 0 uy (z,y) _

o <\/1+<uz(x,y>>2> oy ( 1+(uy(w,y))2> fla,y) for (z,y) €,

u(z,y) =0 for (z,y) € ON. o)
1.9

In all of the above cases we have considered so-called zero Dirichlet boundary
conditions. Instead one could also force the deviation u at the boundary by
describing non-zero values.

Exercise 3 Consider the second problem above with a constant right hand side
on Q= {(z,y);2* +y* <1} :
Vu(z,y)

1+ [Vu(z,y)[*
u(z,y) =0 for (z,y) € ON.

-V

=M for (x,y) € Q,

This would model a soap film attached on a ring with constant force (blowing onto
the soap-film might give a good approximation). Assuming that the solution is
radially symmetric compute the solution. Hint: in polar coordinates (r, ) with
x =rcosg andy = rsin g we obtain by identifying U(r, ) = u(r cos v, rsiny) :

2U = cos 9 + sin 9
or n Yoz <payu,
iU = —rsin i + r cos i
dp Yoz w@yu’
and hence
0 sinp 9 0
COS@EU— " % = %u,
.0 cosp 0 0
smcpEU—i— " % = a—yu

After some computations one should find for a radially symmetric function, that
isU="U(r), that

o [__Vu@y) _g( U >+1< U )
L+ V()] O \WVIHTR) T AV}

Exercise 4 Next we consider a soap-film without any exterior force that is
spanned between two rings of radius 1 and 2 with the middle one on level —C
for some positive constant C' and the outer one at level 0. Mathematically:

Vul@,y) =0 for1 <a?+y? <4,
1+ |Vu(z,y)|* (1.10)
u(x,y) =0 for 22 +y* = 4,
u(x,y) = —C for z® +y* = 1.

v
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Solve this problem assuming that the solution is radial and C is small. What
happens if C increases? Can one define a solution that is no longer a function?
Hint: think of putting a virtual ring somewhere in between and think of two
functions glued together appropriately.

Solution 4 Writing F = —%— we have to solve F' + 1F = 0. This is a
/1+U2 T
separable o.d.e.: '
F/
F o

and an integration yields
InF=-Inr+c¢

and hence F (r) = <2 for some cz > 0. Next solving 1U+U2 = 2 one finds

U7’ =

C2
N
U(r) = cylog (r—i—\/rz —c%) +c3

The boundary conditions give

0 = = ¢y log <2—|— \/4—c§> + cs, (1.11)
—-C = —0210g<1+\/1—c§)+03.

Hence

Hence

244/4—c3
144/1—c3
onto [0, log (2 + \/g)] . Hence we find a function that solves the boundary value
problem for C > 0 if and only if C < log (2 + \/§) ~ 1.31696. For those C there
is a unique c € (0,1] and with this ca we find c3 by (1.11) and U :

r+ /12 — C3
U(r) =colog [ —Y—=2| .
) ( 2+ /4 —c3
Let us consider more general solutions by putting in a virtual ring with radius

R on level h, necessarily R < 1 and —C' < h < 0. To find two smoothly connected
functions we are looking for a combination of the two solutions of

Note that co — co log( ) is an increasing function that maps [0,1]

U,

U,
o)t \/1+U3>

U2)=0and U(R)=h and U, (R) = o,

=0 for R<r <2,

and

U, U,
9 + =0forR<r<1,

jm 1+ U2 1+ U2

U(1) = —C and U (R) = h and U, (R) = —oc.

8



Note that in order to connect smoothly we need a nonezistent derivative at R!
We proceed as follows. We know that

4 /12 —c2
U(r)=cylog | —Y——2
(r) 2 g<2+ 4—(:%)

is defined on [ce,2] and U,(c2) = co. Hence R = c2 and

C2
U(R)=cal —_—|.
(R) =c og<2+ ,—4—c§>

Then by symmetry
U(r)y=2U(R)—-U(r)

and next

~ C2 1++/1-¢c3
U(l) = 2U(R)-U(1)=2clog| ———F—— | —c2log | —F—=

c

= cylog =-C
(2+ \/4—03) (1+ V1 —C%)
Again this function cy — co log <(2+ ~ 2)6%1+ - 2) > is defined on [0,1]. The
—C3 —C3

maximal C one finds is = 1.82617 for co 7 0.72398. (Use Maple or Mathematica
for this.)

1 -2

0
1 <~ SN\ 7
2 S W W o

Two solutions for the same configuration of rings.

Of the two solutions in the last figure only the left one is physically relevant.
As a soap film the configuration on the right would immediately collapse. This
lack of stability can be formulated in a mathematically sound way but for the
moment we will skip that.



Exercise 5 Solve the problem of the previous exercise for the linearized prob-
lem:

—~Au =0 for 1 < 2% +y% < 4,

u(z,y) =0 for 22 +y* = 4,

u(z,y) = —C for z® +y* = 1.

Are there any critical C as for the previous problem? Hint: in polar coordinates
one finds
A = 2 ’ + lg + i i ’
—\or rdr  r2\0p)

Better check this instead of just believing it!
Exercise 6 Find a non-constant function u defined on Q

Q={(z,y);0<z<land0<y<1}
that satisfies

o wew ) 0wy
PN+ (a(w)?) %\ 1+ (@)

=0 for (z,y) € Q,

(1.12)
the differential equation for a piece of cloth as in (1.9) now with f = 0. Give
the boundary data u(z,y) = g(x,y) for (z,y) € 0N that your solution satisfies.

Exercise 7 Consider the linear model for a square blanket hanging between two
straight rods when the deviation from the horizontal is due to some force f.

Exercise 8 Consider the non-linear model for a soap film with the following
configuration:

The film is free to move up and down the vertical front and back walls but is
fixed to the rods on the right and left. There is a constant pressure from above.
Give the boundary value problem and compute the solution.

10



1.3 Problems involving time

1.3.1 Wave equation

We have seen that a force due to tension in a string under some assumption is
related to the second order derivative of the deviation from equilibrium. Instead
of balancing this force by an exterior source such a ‘force’ can be neutralized
by a change in the movement of the string. Even if we are considering time
dependent deviations from equilibrium w (z,t) the force-density due the tension
in the (linearized) string is proportional to wu., (x,t). If this force (Newton’s
law: F' = ma) implies a vertical movement we find

ClUzy (2,t) de = dF = dm ug (x,t) = pdx ug (x,t) .

Here ¢ depends on the tension in the string and p is the mass-density of that
string. We find the 1-dimensional wave equation:

Ut — gy = 0.

If we fix the string at its ends, say in 0 and ¢ and describe both the initial position
and the initial velocity in all its points we arrive at the following system with
¢,{ >0 and ¢ and v given functions

1d wave equation: uy(z,t) — 2uze(x,t) =0 for 0 < < £ and t > 0,

boundary condition: «(0,t) = u(¢,t) =0 for t > 0,
initial position: u(x,0) = ¢(x) for 0 <z < ¥,
initial velocity: wu(z,0) = ¥(x) for 0 <z < /4.

One may show that this system is well-posed.

Definition 1.3.1 (Hadamard) A system of differential equations with bound-
ary and initial conditions is called well-posed if it satisfies the following proper-
ties:

1. It has a solution (existence).

2. There is at most one solution (uniqueness).

3. Small changes in the problem result in small changes in the solution (sen-
sitivity).

The last item is sometimes translated as ‘the solution is continuously depen-
dent on the boundary data’.

We should remark that the second property may hold locally. Apart from
this, these conditions stated as in this definition sound rather soft. For each
problem we will study we have to specify in which sense these three properties
hold.

Other systems that are well-posed (if we give the right specification of these
three conditions) are the following.

11



Example 1.3.2 For Q a domain in R? (think of the horizontal lay-out of a
swimming pool of sufficient depth and w models the height of the surface of the
water)

2d wave equation: ugy(x,t) — Au(z,t) =0 forz € Q andt >0,
boundary condition: —-2u(x,t)+ ou(z,t) =0 forz e dQ andt >0,

on
initial position: u(z,0) = ¢(z) forz e,
ingtial velocity: wut(x,0) = ¢ (x) forz e Q.

Here n denotes the outer normal, o > 0 and ¢ > 0 are some numbers and
2 2
_ o 9
a= (%) + (%) -

Example 1.3.3 For Q a domain in R? (think of room with students listening
to some source of noise and u models the deviation of the pressure of the air
compared with complete silence)

inhomogeneous

3d wave equation:

boundary condition: —2u(x,t) + a(z)u(z,t) =0 forz € IQ and t >0,
ingtial position: u(x,0) =0 forx € Q,
initial velocity: wui(x,0) =0 for x € Q.

uge(z,t) — Au(x,t) = f (x,t) forz € Q andt >0,
)

Here n denotes the outer normal and « a positive function defined on 0. Again
¢ > 0. On soft surfaces such as curtains « is large and on hard surfaces such
as concrete « is small. The function f is given and usually almost zero except
near some location close to the blackboard. The initial conditions being zero
represents a teacher’s dream.

Exercise 9 Find all functions of the form u (z,t) = a(x)B(t) that satisfy
gt (z,t) — Cuge(x,t) =0 for 0<x </l andt >0,
uw(0,t) =u(l,t) =0 fort >0,
ur(z,0) =0 for0 <z <.
Exercise 10 Same question for
gt (2, t) — gy (z,6) =0 for 0 <z </l andt >0,

w(0,t) = u(l,t) =0 fort >0,
u(z,0) =0 for0 <z <.

1.3.2 Heat equation

In the differential equation that models a temperature profile time also plays a
role. It will appear in a different role as for the wave equation.

Allow us to give a simple explanation for the one-dimensional heat equation.
If we consider a simple three-point model with the left and right point being
kept at constant temperature we expect the middle point to reach the average
temperature after due time. In fact one should expect the speed of convergence
proportional to the difference with the equilibrium as in the following graph.

The temperature distribution in six consecutive steps.

12



For this discrete system with u; for ¢ = 1,2, 3 the temperature of the middle
node should satisfy:

0
pre (t) = —c(—u1 + 2ua(t) —u3).

If we would consider not just three nodes but say 43 of which we keep the first
and the last one of fixed temperature we obtain

Ul(t) = Tl,
L (t) = —c(—ui_1(t) + 2u;(t) — ui1(t) for i € {2,...,42},
U43(t) = Tg.

Letting the stepsize between nodes go to zero, but adding more nodes to keep
the total length fixed, and applying the right scaling: w(iAz,t) = w;(t) and
¢ = ¢(Az)~? we find for smooth u through

. —u(z — Az, t) 4+ 2u(z, t) — u(x + Az, t)
lim
Az]0 (Az)?

= —Ugq (2, )
the differential equation

i (z,t) = ¢ Ugy(x, t).

For ¢ > 0 this is the 1-d heat equation.

Example 1.3.4 Considering a cylinder of radius d and length € which is iso-
lated around with the bottom in ice and heated from above. One finds the fol-
lowing model which contains a 3d heat equation:

ur(z,t) — Au(z,t) =0 forx? + 23 <d? 0<x3 <l andt >0,

%u(w,t)zo for 23+ 23 =d? 0<z3<landt>0,
u(z,t) =0 for 23 + 23 < d?, z3=0 and t > 0,
u(z,t) = ¢(x1,z2) for a3 + 23 < d?, x3 =L and t > 0,
u(z,0) =0 for 23 + 23 < d?, 0 < z3 <UL.

2 2 2
Here A = (i) + (i) + (8%3) only contains the derivatives with respect
to space.

Until now we have seen several types of boundary conditions. Let us give
the names that belong to them.

Definition 1.3.5 For second order ordinary and partial differential equations
on a domain Q the following names are given:

o Dirichlet: u(z) = ¢ (x) on IQ for a given function ¢.
e Neumann: %u(:ﬁ) =1 (x) on OQ for a given function 1.
e Robin: a(z) Zu(z) =u(z) + x (z) on 0 for a given function x.

Here n is the outward normal at the boundary.

13



Exercise 11 Consider the 1d heat equation for (z,t) € (0,£) x Rt :
Ut = Cllgy. (1.13)

1. Suppose u(0,t) = u(l,t) = 0 for all t > 0. Compute the only posi-
tive functions satisfying these boundary conditions and (1.13) of the form
u(z,t) = X(x)T(¢).

2. Suppose ainu (0,t) = (%u(ﬁ, t) =0 for all t > 0. Same question.
3. Suppose a2 (0,t) +u (0,t) = Zu(l,t) +u(0,t) =0 for all t > 0. Same

question again. Thinking of physics: what would be a restriction for the
number o ?

14



1.4 Differential equations from calculus of vari-
ations

A serious course with the title Calculus of Variations would certainly take more
time then just a few hours. Here we will just borrow some techniques in order
to derive some systems of differential equations.

Instead of trying to find some balance of forces in order to derive a differential
equation and the appropriate boundary conditions one can try to minimize for
example the energy of the system. Going back to the laundry on a line from

(0,0) to (1,0) one could think of giving a formula for the energy of the system.
First the energy due to deviation of the equilibrium:

v
Brope (4) = / R

Also the potential energy due to the laundry pulling the rope down with force
f is present:

¢
Epot (y) = 7/0 y(x) f(x)dz.

So the total energy is

E<y>=/0€(

For the line with constant tension one has

)= | (VIR - 1- y(0) (@) do. (1.15)

(¥ (@))* —y (2) f(2)) da. (1.14)

I

Assuming that a solution minimizes the energy implies that for any nice
function 7 and number 7 it should hold that

E(y) <E(y+m).

Nice means that the boundary condition also hold for the function y + 7n and
that n has some differentiability properties.

If the functional 7 — E (y + 77) is differentiable, then y should be a station-
ary point:

0
EE (y +7n),_ = 0 for all such 7.

Definition 1.4.1 The functional Jy (y;n) := 2 E (y + 1), _, is called the first
variation of E.

Example 1.4.2 We find for the E in (1.15) that

9 [ Y@ =)
EE(ZHT??)T-O—/O( N TIE)E n(x)f(w)> d. (1.16)

If the function y is as we want then this quantity should be O for all such 7.
With an integration by part we find

¢ ’
1+(y/(x)>2n( )] /0 (( 1+(y’(x))2> +f( ))77( )d.

0

O:




Since y and y+71n are zero in 0 and £ the boundary terms disappear and we are

left with
Y vw Y )
/0 (( 1+ (y’(x))2> + f($)> n(z)dx = 0.

If this holds for all functions n then

B y'(z) /: .
( 1+(y’(x))2> e

Here we have our familiar differential equation.

Definition 1.4.3 The differential equation that follows for y from

0

8_E (y+7n),_o =0 for all appropriate n, (1.17)
-

is called the Euler-Lagrange equation for E.

The extra boundary conditions fory that follow from (1.17) are called the natural

boundary conditions.

Example 1.4.4 Let us consider the minimal surface that connects a ring of
radius 2 on level 0 with a ring of radius 1 on level —1. Assuming the solution is
a function defined between these two rings, Q) = {(w,y);l <z?4+y? < 4} 1s the
domain. If u is the height of the surface then the area is

Area (u) = / 14 |Vu(z, y)|*dedy.
Q

We find
y) - Vn(z,y)

1+ |Vu(z, y)|

2 reat - [

5 dxdy. (1.18)

Since u and u+ 11 are both equal to 0 on the outer ring and equal to —1 on the
inner ring it follows that n = 0 on both parts of the boundary. Then by Green

OZ/Vuxy Vnmyddy:

1+ [Vu(z,y)|

Vu(z,y)

—nu<$,y)
:/ 2 217(x,y)d0*/ V. =| (=, y)drdy
92\ 1+ [Vu(z, y)| @ 1+ |Vu(z,y)|
Vu(zx,
= —/ V. ©,0) = | 1(z,y)dzdy.
@ L+ |Vu(z,y)|

If this holds for all functions n then a solution u satisfies
Vu(z,y)
1+ |Vu(z, y)|*

A =0.

16



Example 1.4.5 Consider a one-dimensional loaded beam of shape y (x) that is
fized at its boundaries by y(0) = y(€) = 0. The energy consists of the deformation
energy:

2
and the potential energy due to the weight that pushes:

¥/
mmw—Alwuww

4
Epot(y) :/0 y(z) f(x)de.

So the total energy E = Egey — Epoy equals

and its first variation

14
SEE ),y = [ 3@ @) = nfe) ) da =

¥/
+AyW@M@%w@U@Mm- (1.19)

Since y and y + ™) equals 0 on the boundary we find that n equals 0 on the
boundary. Using this only part of the boundary terms disappear:

L

L
(#1.19) = [y @i @], + [ 0/"@) = F@)nla) da.

0

If this holds for all functions n with n = 0 at the boundary then we may first
consider functions which also disappear in the first derivative at the boundary
and find that y""(x) = f(x) for all x € (0,£). Next by choosing n with n # 0
at the boundary we additionally find that a solution y satisfies

y'(0)=y"(0) =0.

So the solution should satisfy:

the d.c.: Yy (z) = f(z )
prescribed b.c.: ( ) =y(l) =
natural b.c.: y"(0) = y"(é) O

Exercise 12 At most swimming pools there is a possibility to jump in from a
springboard. Just standing on it the energy is, supposing it is a 1-d model, as for
the loaded beam but with different boundary conditions, namely y(0) = y'(0) =0
and no prescribed boundary condition at £. Give the corresponding boundary
value problem.

Consider the problem

y"(x) = f(x), for 0 <z < 1
y(0) = y/(0) =0, (1.20)
(1) = y(1) = 0.

17



Exercise 13 Show that the problem (1.20) is well-posed (specify your setting).
The solution of (1.20) can be written by means of a Green function: u(x) =

fol G(x,5)f(s)ds. Compute this Green function.

Exercise 14 Consider a bridge that is clamped in —1 and 1 and which is sup-
ported in 0 (and we assume it doesn’t loose contact which the supporting pillar

in0).
it

If u is the deviation the prescribed boundary conditions are:
u(—1) =u/(-1) = u(0) = u(l) = /(1) = 0.
The energy functional is
/1
B = [ (30" @)~ o) uw))
-1

Compute the differential equation for the minimizing solution and the remaining
natural boundary conditions that this function should satisfy. Hint: consider uy
on [-1,0] and u, on [0,1]. How many conditions are needed?

18



1.5 Mathematical solutions are not always phys-
ically relevant

If we believe physics in the sense that for physically relevant solutions the energy
is minimized we could come back to the two solutions of the soap film between
the two rings as in the last part of Exercise 4. We now do have an energy for
that model, at least when we are discussing functions u of (z,y) :

E(u) = /Q 1+ | Vu(z, y)|*dady.

We have seen that if u is a solution then the first variation necessarily is 0 for
all appropriate test functions 7 :

0
EE (u+71m),_o =0.

For twice differentiable functions Taylor gives f(a+7b) = f(a) + 7f'(a) +
172 f"(a) 4+ o(7?). So in order that the energy-functional has a minimum it will
be necessary that

9 2
(5) Blasm_g=0

whenever F is a ‘nice’ functional.

Definition 1.5.1 The quantity (%)2 E (u+1n)._, is called the second varia-
tion.

Example 1.5.2 Back to the rings connected by the soap film from FExercise
4. We were looking for radially symmetric solutions of (1.10). If we restrict
ourselves to solutions that are functions of r then we found

r 4 /12 — 2
Ulr) = cylog | —YX——2 1.21

if and only if C < log (2 + \/§) ~ 1.31696. Let call these solutions of type L
If we allowed graphs that are not necessarily represented by one function then
there are two solutions if and only if C < Ciax =~ 1.82617 :

/22 N 2
Ulr)=calog <?4C> and U(r) = ez log <(2+\/4c§ ) (rr v ea) > '

Let us call these solutions of type II. —_—
— o C
D C

type 1 type 11
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On the left are type I and on the right type II solutions. The top two or three
on the right probably do not exist ‘physically’.

The energy of the type I solution U in (1.21) is (skipping the constant 2m)

2
/\/1+\VU\2dxdy = /\/l—l—UE(r)rdr
Q 1
) 2
/ 1+ —2 | rar
1 T2 —c3
2

| 7=
dr =
1 /2 —c3
2
lr g Glos(r+\r? )]
2

2

9 /4 —
/4 —c2——\/1—02+1c§1g< i 02>'
1—c2
The energy of type II solution equals
2 1 —
/\/1+U,?(r)rdr+/ J1+ 02 (r)rdr =
2 "
/\/1+U3(r)rdr+2/ V14 U2 (r)rdr
1 C2
) /4 —
\/4—65—%\/1—c§+%c§10g<1+ CQ)

+/1—-¢c2

+4/1—c3 +c3 log(l + /1 —c2) — 3 log(ca)

(2+vi-3) (1+\/1702>
\/4fc%+%\/170§+%c§ log

02

Just like C = C (c2) also E = E(ca) turns out to be an ugly function. But with
the help of Mathematica (or Maple) we may plot these functions.

C=-Clag) E = Elgy)
3
5.2 0.4 0.5 |o0.8 1
2.75
-0.5
2.5
1 2.25
1.5 ‘/ 0.z 0.4 0.6 |o0.8 1
1.75
2
0.72398 1.5 0.72398

On the left: C; above Cfp, on the right: Ey below Ei.
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Exercise 15 Use these plots of height and energy as functions of ca to compare
the energy of the two solutions for the same configuration of rings. Can one
conclude instability for one of the solutions? Are physically relevant solutions
necessarily global minimizers or could they be local minimizers of the energy
functional? Hint: think of the surface area of these solutions.

Exercise 16 The approach that uses solutions in the form r w— U (r) in Fz-
ercise 4 has the drawback that we have to glue together two functions for one
solution. A formulation without this problem uses u — R (u) (the ‘inverse’
function). Give the energy E formulation for this R. What is the first variation
for this E¢

Using this new formulation it might be possible to find a connection from
a type II solution Ry to a type I solution Ry with the same C' < log (2 + \/3)
such that the energy decreases along the connecting path. To be more precise:
we should construct a homotopy H € C ([0,1];C?[-C,0]) with H (0) = Ry
and H (1) = Ry that is such that ¢ — E(H(t)) is decreasing. This would prove
that Ry is not even a local minimizer.

Claim 1.5.3 A type II solution with co < 0.72398 is probably not a local mini-
mizer of the energy and hence not a physically relevant solution.
Volunteers may try to prove this claim.

Exercise 17 Let us consider a glass cylinder with at the top and bottom each
a rod laid out on a diametral line and such that both rods cross perpendicular.

See the left of the three figures:

One can connect these two rods through this cylinder by a soap film as in the
two figures on the right.
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. The solution depicted in the second cylinder is described by a function.
Setting the cylinder {(z,y,2); —{ <z < { and y* + 2*> = R?} the function
looks as z(x,y) = ytan (%%) . Show that for a deviation of this function
by w the area formula is given by

L yr,w(m)

E (w) :/ / \1+|Vz + V| dydz
—£ yl,w(m)

where y,(x) < 0 < ypw(x) are in absolute sense smallest solutions of

y? + (ytan (%%) +w(x,y))2 = R2.

. If we restrict ourselves to functions that satisfy w(z,0) =0 we may use a
more suitable coordinate system, namely x,r instead of x,y and describe
o(x,r) instead of w(z,y) as follows:

Show that

£ R 2 2
B dy )
E(@)—/Z/R\/l—i—(ar) +<T4€+8x> drdzx.

. Derive the Euler-Lagrange equation for E(p) and state the boundary value
problem.

. Show that ‘the constant turning plane’ is indeed a solution in the sense
that it yields a stationary point of the energy functional.

. It is not obvious to me if the first depicted solution is indeed a mini-
mizer. If you ask me for a guess: for R >> [ it is the minimizer
(R > 1.535777884999 £?). For the second depicted solution of the bound-
ary value problem one can find a geometrical argument that shows it is not
even a local minimizer. (Im)prove these guesses.
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Week 2

Spaces, Traces and
Imbeddings

2.1 Function spaces

2.1.1 Holder spaces

Before we will start ‘solving problems’ we have to fix the type of function we are
looking for. For mathematics that means that we have to decide which function
space will be used. The classical spaces that are often used for solutions of
p.d.e. (and o.d.e.) are C*(Q) and the Holder spaces C*<(Q) with & € N and
a € (0,1]. Here is a short reminder of those spaces.

Definition 2.1.1 Let Q C R™ be a domain.

o C(Q) with ||-|| ., defined by |lu|l,, = sup,eq |u(z)| is the space of continu-
ous functions.

o Let a € (0,1]. Then C*(Q) with ||-||,, defined by

|u(z) — u(y)|
Jully = llull + sup
“ < z,y€Q |£)3 - y|a

9

consists of all functions u € C(2) such that ||ul|,, < co. It is the space of
functions which are Hélder-continuous with coefficient c.

If we want higher order derivatives to be continuous up to the boundary
we should explain how these are defined on the boundary or to consider just
derivatives in the interior and extend these. We choose this second option.

Definition 2.1.2 Let Q C R”® be a domain and k € NT.

o CH(Q) with [llcr () comsists of all functions w that are k-times differ-
entiable in ) and which are such that for each multiindex 8 € N™ with

1 < |B] < k there eists gg € C(Q) with g = (a%)ﬁu Q. The norm
|chk(Q) 18 deﬁned by

||uHck(Q) = ||UHc(Q) + Z HQﬁHc(Q)'
1<|BI<k
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o CH(Q) with [lcr.aqy consists of all functions u that are k times a-
Hoélder-continuously differentiable in Q and which are such that for each

multiindez 8 € N™ with 1 < |B| < k there exists gg € C*() with gz =
(a—ax)ﬁu in Q. The norm ||| gr.a () is defined by

HU”ck,a(Q) = ||u||c((z) + Z HgﬁHc(Q) + Z HgﬁHca(Q)-
1<|Bl<k |Bl=k

Remark 2.1.3 Adding an index 0 at the bottom in C&**(Q) means that u and
all of its derivatives (read gg) up to order k are 0 at the boundary. For example,

_ _ _ 0 o
CHYNCEQ) =< uec CHQ);u :<—u> :< u> =0
O( ) ( ) |62 axi |99 8mi8xj By

is a subspace of C*(Q).

Remark 2.1.4 Some other cases where we will use the notation C'(-) are the
following. For those cases we are mot defining a norm but just consider the
collection of functions.

The set C>=(Q) consists of the functions that belong to C*(Q) for every
keN.

If we write C™ (), without the closure of 2, we mean all functions which
are m-times differentiable inside €.

By C§° () we will mean all functions with compact support in  and which
are infinitely differentiable on €.

For bounded domains (2 the spaces C*(Q) and C*(Q) are Banach spaces.

Although often well equipped for solving differential equations these spaces
are in general not very convenient in variational settings. Spaces that are better
suited are the...

2.1.2 Sobolev spaces

Let us first recall that LP (£2) is the space of all measurable functions v : Q@ — R
with [o [u(z)]” dz < oc.

Definition 2.1.5 Let Q C R™ be a domain and k € N and p € (1,00).

o WEP(Q) are the functions u such that (%)au € LP(Q) for all « € N™
with [af < k. Its norm ||-||yk.0(q) is defined by

8 [0
Hunwk,p(g): Z (%) U

aeN™
laf<k

Remark 2.1.6 When is a derivative in LP(Q)? For the moment we just recall

that a%lu € LP(QY) if there is g € LP(Q2) such that

Lr(Q)

/g(pdac:_/ua%lgpdxforallgpecgo(Q)-
Q Q
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For uw € C1(Q2) N LP(Y) one takes g = a%lu € C(Q), checks if g € LP(Q), and
the formula follows from an integration by parts since each ¢ has a compact
support in €.

A closely related space is used in case of Dirichlet boundary conditions.
Then we would like to restrict ourselves to all functions u € W, (Q) that
satisty (%)au = 0 on 9N for a with 0 < |a| < m for some m. Since the
functions in W*? (€)) are not necessarily continuous we cannot assume that a
condition like (8%)& u = 0 on 02 to hold pointwise. One way out is through

the following definition.

Definition 2.1.7 Let Q C R™ be a domain, k € N and p € (1,00).

o Set WiP(Q) = C’(?O(Q)”.Hwk’p(m, the closure in the |||y 1.5 (q)-norm of the
set of infinitely differentiable functions with compact support in Q. The
standard norm on WEP(Q) is [l () -

Instead of the norm |-k ) one might also encounter some other norm

for Wf P(Q) namely \|H||W§p () defined by taking only the highest order deriva-

8 «
il = 3 [ (55)

aeN™
Clearly this cannot be a norm on W*P(Q) for k > 1 since H|1|||Wéc,p(m = 0.

tives:

)

Lr(Q)

la|=k

Nevertheless, a result of Poincaré saves our day. Let us first fix the meaning of
C'-boundary or manifold.

Definition 2.1.8 We will call a bounded (n — 1)-dimensional manifold M a
C'-manifold if there are finitely many C'-maps f; : A; — R with A; an open

set in R"™1 and corresponding Cartesian coordinates {ygi)7 .. .,yﬁli)}, say i €

{1,m}, such that

M U{ yl)v'wyr(zl)l)((l)"wyr(z I)EA}

We may assume there are open blocks B; := A; X (a;,b;) that cover M and are
such that

BinM={y) = fityl”, .y iy ) € A

Yn

!

Y

Three blocks with local cartesian coordinates
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Theorem 2.1.9 (A Poincaré type inequality) Let Q@ C R"™ be a domain
and ¢ € R*. Suppose that there is a bounded (n — 1)-dimensional C*-manifold
M C Q such that for every point x € Q there is a point x* € M connected by a
smooth curve within  with length and curvature uniformly bounded, say by £.
Then there is a constant ¢ such that for all u € C*(Q) with u =0 on M

/ lul” dz < c/ |Vul? dx.
) Q

Proof. First let us consider the one-dimensional problem. Taking u € C* (0, /)
with « (0) = 0 we find with % + % =1

/Oz|u(:c)pd:c = /OZ /Owu’(s)ds p
(o) ([ )’
“wrds) [akde = Lo [ s,
0 0 b 0

For the higher dimensional problem we go over to new coordinates. Let g
denote a system of coordinates on (part) of the manifold M and let y, fill up
the remaining direction. We may choose several systems of coordinates to fill
up Q. Since M is C! and (n — 1)-dimensional we may assume that the Jacobian
of each of these transformations is bounded from above and away from zero, let
us assume 0 < ¢; ' < J < ¢y.

p
dx

IN

IN
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By these curvilinear coordinates we find for any number xk > ¢

Lo werda < e [ ([, )<
shaded area part of M 0
1 K P
< cl/ =K (/ iu(y) d%) dy <
part of M p 0 ayn
1 K
<af e [I0wrn)das
part of M p 0
1
< C%—Iﬁp/ |(Vu) (2)|F d.
p shaded area

Filling up Q2 appropriately yields the result. m

Exercise 18 Show that the result of Theorem 2.1.9 indeed implies that there
are constants ci,co € Rt such that

clllulllwizq) < llullwiz@) < e lllulllwi 2 -
Exercise 19 Suppose that u € C2([0,1]*) with u = 0 on ((0,1)%). Show the

following:
there exists ¢; > 0 such that

u? dr < c / ul, +u2)) dr.
/[071]2 1 [071]2< yy)

Exercise 20 Suppose that u € C2([0,1]*) with u = 0 on ((0,1)%). Show the
following:
there exists co > 0 such that

/ w? dx < 02/ (Au)2 dx.
(0,1 [0,1)

Hint: show that for these functions u the following holds:

/ UpgUyy dr = / (u%y)2 dx > 0.
[0,1]? [0,1]?

Exercise 21 Suppose that u € C%([0,1]°) with w(0,z5) = u(1l,225) = 0 for
x9 € 10,1]. Show the following:
there exists cs > 0 such that

/ u? dedy < 03/ (ul, +us,) de.
[0,1]2 [0,1]

Exercise 22 Suppose that u € C2([0,1]°) with w(0,2z5) = u(1,25) = 0 for

x9 € 10,1]. Prove or give a counterexample to:
there exists ¢4 > 0 such that

/ u? drdy < 04/ (Au)? dz.
[0,1) [0,1)
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Exercise 23 Here are three spaces: W22 (0,1), W22(0,1) N W2 (0,1) and
W2 (0,1), which are all equipped with the norm [lly22(0,1) - Consider the
functions fo(x) = 2% (1 —2) for a € R. Complete the next sentences:

1. Ifa ... , then f, € W22(0,1).
2. Ifa ....., then fo € W22(0,1) N W, (0,1).
3 Ifa .., then f, € W22 (0,1).
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2.2 Restricting and extending

If Q@ € R” is bounded and 9Q € C' then by assumption we may split the
boundary in finitely many pieces, i = 1,...,m, and we may describe each of
these by

{yff) = Hi, D0,y e Ai}

for some bounded open set A; € R"~!. We may even impose higher regularity
of the boundary:

Definition 2.2.1 For a bounded domain Q0 we say 02 € C™ if there is a
finite set of functions f;, open sets A; and Cartesian coordinate systems as in
Definition 2.1.8, and if moreover f; € C"™%(A;).

First let us consider multiplication operators.

Lemma 2.2.2 Fiz Q C R" bounded and ¢ € C§°(R™). Consider the multipli-
cation operator M(u) = Cu . This operator M is bounded in any of the spaces
cm(Q), C™(Q) with m € N and o € (0,1], W™P(Q) and W"P(Q) with
m €N andp € (1,00).

Exercise 24 Prove this lemma.

Often it is convenient to study the behaviour of some function locally. One
of the tools is the so-called partition of unity.

Definition 2.2.3 A set of functions {Ci}le is called a C'*°-partition of unity
for Q if the following holds:

1. ¢; € C§°(R™) for all i;
2. 0<((x) <1 foralli and x €

3. Zf:l ¢i(x) =1 forz e

Sometimes it is useful to work with a partition of unity of 2 that coincides
with the coordinate systems mentioned in Definition 2.1.8 and 2.2.1. In fact it
is possible to find a partition of unity {Ci}fii such that

{ support((;) C B; fori=1,...,¢, (2.1)

support (¢, ;) C Q.
Any function u defined on 2 can now be written as

14

UZZQ‘U

=1

and by Lemma 2.2.2 the functions u; := (;u have the same regularity as u but
are now restricted to an area where we can deal with them. Indeed we find

support(u;) C support(¢;).

Definition 2.2.4 A mollifier on R™ is a function J; with the following proper-
ties:
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1. Jy € C*(R"™);

2. Ji(z) >0 for all z € R™;

3. support(Ji) C {x € R™;|z| < 1};
4 Jgn S1(z)dx = 1.

By rescaling one arrives at the family of functions J. (z) = e "J; (¢ 1) that
goes in some sense to the §-function in 0. The nice property is the following.
If u has compact support in 2 we may extend u by 0 outside of €. Then, for
u € C™%(Q) respectively u € W™P(Q) we may define

ue(z) = (Je * ) (z) = / J(z — y)uly)dy,

yeR”™

to find a family of C*°-functions that approximates u when & | 0 in ||-[|gm.a g,
respectively in |||y m.p ()-norm.

1}

Mollyfying a jump in u, v’ and u”.

Example 2.2.5 The standard example of a mollifier is the function
-1
o(z) = cexp (li‘zlg) for |z| < 1,
0 for |x| > 1,
where the ¢ is fixed by condition 4 in Definition 2.2.4.

There are other ways of restricting but let us now focus on extending a func-
tion. Without any assumption on the boundary this can become very involved.
For bounded € with at least 92 € C' we may define a bounded extension oper-
ator. But first let us consider extension operators from C™ [0,1] to C™ [—1,1].

For m = 0 one proceeds by a simple reflection. Set

ulx f I O < €T < 17
Eo(u)(z) = { UE_)x) for — 1<a <0,

and one directly checks that Ey(u) € C'[—1,1] for v € C[0, 1] and moreover
||EO(U)||C[71,1] < HU“c[o,l]'
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A simple and elegant procedure does it for m > 0. Set

f u(x) for 0<z<1,
Em(u)(w) = { ZZ:T mpu(—gz) for —1 <z <0,

and compute the coefficients o, 1, from the equations coming out of

(B (w)Y (07) = (Em(u)? (07),

namely
m+1 7
1—Zamk( —) for j =0,1,...,m. (2.2)
m—+1
Then E,,(u) € C™[-1,1] for u € C™ [0, 1] and moreover with ¢,, = >
k=1

||Em(u)||cm[_1,1] < Cm Hu”Cm[o,l] ‘
Exercise 25 Show that there is ¢, € RY such that for allw € C™[0,1] :

HEm(u)HWm,p(an < cpm ||UHW'"w(0,1) :

Exercise 26 Let 2 C R"™! be a bounded domain. Convince yourself that

u(a’, xn) for 0<uz, <1,
Zk 1 pu( %xn) for —1 <z, <0,

En)(@' ) = {

is a bounded extension operator from C™(Q x [0,1]) to C™(2 x [—1,1]).

Lemma 2.2.6 Let Q) and Q' be bounded domains in R™ and 00 € C™ with
m € NT. Suppose that 2 C Q. Then there exists a linear extension operator E,,
from C™(Q) to CJ* (V) such that:

1. (Enu)q = u,
2. (Emu)“Rn\Q/ =0
3. there is cq.qrm and co.qrmp € RY such that for all u € C™(Q2)

HEmuHcm(Q/) Q0" \m HuHcm(Q) ) (2.3)

<
||EmuHW7n,P(Q/) S CQ>Q/>m7p |u||Wm’P(Q) ’

Proof. Let the A;, f;, B; and (; be as in Definition 2.1.8 and (2.1). Let
us consider u; = (;u in the coordinates {y(i) ...,yn)} First we will flatten
this part of the boundary by replacing the last coordlnate by y(z) y() +
ﬁ(y1 ,...,yi 1). Writing w; in these new coordinates {y* ,y } with y() =
(ygi), e ,yf;) 1) and setting B} the transformed box, we will first assume that
u; is extended by zero for gy(f) > 0 and large. Now we may define the extension
of u; by
(), i) if g1 > 0,
(g, gy = e

> akuz(yp,—%ﬂr(f)) if ) <
k=1
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where the o, are defined by the equations in (2.2). Assuming that u € C™(Q) we
find that with the coefficients chosen this way the function u; € C™(B}) and
its derivatives of order < m are continuous. Moreover, also after the reverse
transformation the function @; € C™(B;). Indeed this fact remains due to the
assumptions on f;. It is even true that there is a constant C; sn, which just
depend on the properties of the i*" local coordinate system and ¢, such that

”ﬂiHWm:P(Bi) < Ci o0 H“iHWm,p(BmQ) : (2.5)

An approximation argument show that (2.5) even holds for all u € W™ P?(£2). Up
to now we have constructed an extension operator E,, : W™P(2) — W™P(R")
by

‘
Ep (u) = D i + Cpyu. (2:6)
i=1
As a last step let y be a C§°-function with such that x(z) = 1 for z € Q and
support(x) C Q. We define the extension operator E,, by

¢
B (u) =X Y _ Ui + (g
i=1
Notice that we repeatedly used Lemma 2.2.2 in order to obtain the estimate in
(2.4).

It remains to show that E,,(u) € W""(Q). Due to the assumption that
support(x) C €' we find that support(J. * Ep,(u)) C € for € small enough
where J; is a mollifier. Hence (J; x E,,(u)) € C5°(Q)) and since J; * Ep,(u)
approaches E,,u in W™?(£))-norm for ¢ | 0 one finds E,,u € W) (Q'). m

Exercise 27 A square inside a disk: Oy = (—1,1)* and Q) = {z € R%[z] < 2}.
Construct a bounded extension operator E : W>2(Q) — W2 ().

Exercise 28 Think about the similar question in case of

an equilateral triangle: o {(x, y); —% <y<l—+3 |x\} ,
a regular pentagon: Q3 = co{(cos(2kn/5),sin(2km/5)); k = 0,1,...,4}°.
a US-army star Q= ...

co(A) is the convex hull of A; the small ° means the open interior.

Hint for the triangle.
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Above we have defined a mollifier on R™. If we want to use such a mollifier
on a bounded domain a difficulty arises when u doesn’t have a compact support
in Q. In that case we have to use the last lemma first and extend the function.

Notice that we don’t need the last part of the proof of that lemma but may use
E,, defined in (2.6).

Exercise 29 Let Q and Q' be bounded domains in R™ with Q C Q' and let
e>0.

1. Suppose thatu € C (). Prove that u. (z) :== [

' year Je(@=y)uly)dy is such
that ue — u in C(Q) fore | 0.

2. Let v € (0,1] and suppose that u € C7(Q). Prove that u. — u in C7 ()
fore ] 0.

3. Letu € C*(Q') and o € N™ with |a| < k. Show that ()" u. = ((Q)au)
inQife <inf{|z —2'|;2 €00, 2’ € 0N'}.

Exercise 30 Let Q be bounded domains in R™ and let € > 0.

1. Derive from Hélder’s inequality that

7 » 1 1
/abdw<</|a|dw) (/a||b|pda?> forp,q € (1,00) with;—&-azl.

2. Suppose that w € LP(Q) with p < oo. Set u(z) = u(zx) for x € Q and
tu(x) = 0 elsewhere. Prove that u. () := fyeR”’ Je(z — y)u(y)dy satisfies

[uell o) < lull o) -

3. Use that C(Q') is dense in LP()) and the previous exercise to conclude
that ue — u in LP(£2).
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2.3 Traces

We have seen that u € VVOI’2 (©) means u = 0 on 0 in some sense, but not a%u

being zero on the boundary although we defined VVO1 2 () by approximation
through functions in C§°(€2). What can we do if the boundary data we are
interested in are nonhomogeneous? The trace operator solves that problem.

Theorem 2.3.1 Let p € (1,00) and assume that ) is bounded and 9 € C1.

A. Foru e W' (Q) let {up},y_, C CH(Q) be such that [|u — ) —
0. Then w90 converges in LP(0S2), say to v € LP(0Q), and the limit v
only depends on u.

So T : WP (Q) — LP (92) with Tu = v is well defined.
B. The following holds:

1. T is a bounded linear operator from WLP (Q) to LP (0Q);
2. ifue WHP (Q)NC (Q), then Tu = ujpq.

Remark 2.3.2 This T is called the trace operator. Bounded means there is
Cp.a such that

HTUHLy(am <Cpa ||UHW1111(Q) : (2.7)

Proof. We may assume that there are finitely many maps and sets of Cartesian
coordinate systems as in Defintion 2.1.8. Let {¢;}!", be a C* partition of unity
for 2, that fits with the finitely many boundary maps:

8 M support(¢;) C 9N {y§;> = £,y D00,y € Ai} .

We may choose such a partition since these local coordinate systems do overlap;
the A; are open. Now for the sake of simpler notation let us assume these
boundary parts are even flat. For this assumption one will pay by a factor
(1+ |Vfi|2)1/2 in the integrals but by the C'-assumption for 92 the values of
IV ;] are uniformly bounded.

First let us suppose that u € C! (Q) and derive an estimate as in (2.7).
Integrating inwards from the (flat) boundary part A; C R"~! gives, with ¢
‘outside the support of ¢,’, that

L
0
. p / = — E — . p /

3§ D p—2 ou )
= - — |u’ +p¢; Jul" " u— | dx
~/14i><(0,l) <5$n| | fu Oxy

_1] 0
< C (|u|’”+|ul’” ' —uD dx
A;%(0,0) dn
a p
< C’M/ lulf dz + CL ) dw
P A;x(0,6) P A;x(0,£) dn
<

é/ (ul? + |Vul?) dz.
AiX(O,Z)
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In the one but last step we used Young’s inequality:
1 1 1 1
ab < = lal’ + = [b|? for p,q >0 with — 4+ = = 1. (2.8)
p q p q

Combining such an estimate for all boundary parts we find, adding finitely
many constants, that

/ luf? da’ gc/ (Jul? + [Vul?) da.
oN Q

So
||u‘39||Lp(69) <C ||uHW1,p(Q) for u e C! (Q) , (2.9)

and if u,, € CY(Q) with u,, — w in WP(u) then HU|aQ —um|aQHLp(am <
Cllu = um 1) — 0. So for u € C1(Q) the operator T is well-defined and
Tu = U|o$-

Now assume that u € W1?(Q) without the C! (Q) restriction. Then there
are C*(Q2) functions u,, converging to u and

[T — TukHLp(aQ) < Cllum — uk”wl,p(ﬂ) : (2.10)

So {Tum},._; is a Cauchy sequence in LP(99) and hence converges. By (2.9)
one also finds that the limit does not depend on the chosen sequence: if u,, — u
and v,, — uin WHP(Q), then || Tu,, — TU"z”Lv(aQ) < C||lum — vaWLp(Q) — 0.
So Tw = limy, oo Ty, is well defined in LP(9Q) for all u € W1P(Q).

The fact that T is bounded also follows from (2.9):

HTu”Lp(aQ) = n}gnoo ”Tum”Lp(aQ) S CW}EHOO HumHWLP(Q) = C ”uHWl,p(Q) .

It remains to show that if u € W?(Q)NC (Q) then Tu = ujgq. To complete
that argument we use that functions in W (Q) N C () can be approximated
by a sequence of C'(Q)-functions {u,,}re_; in W1P(Q)-sense and such that
Uy, — u uniformly in €. For example, since 92 € C' one may extend functions
in a small e;-neighborhood outside of € by a local reflection as in Lemma 2.2.6.
Setting @ = F(u) and one finds @ € W'?(Q.) N C (Q:) and lallwrn@) <

Cllully.0(q) - A mollifier allows us to construct a sequence {u, 75—y in C>° Q)
that approximates both u in W?(Q) as well as uniformly on €.

So

IN

|8Q\1/” ||u‘ag <

- um|69||c(89) =
1
109" [t = i o) — O

||“|6Q - um|6QHL1’(8Q)

IN

and ||Tu — ’Ltm‘agHLp( — 0 implying that Tu = ujpq. =

o9)

Exercise 31 Prove Young’s inequality (2.8).
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2.4 Zero trace and W, ”(Q)

So by now there are two ways of considering boundary conditions. First there is
WyP(€) as the closure of C§°(Q) in the [[*/ly31.»(@)-norm and secondly the trace
operator. It would be rather nice if for zero boundary conditions these would
coincide.

Theorem 2.4.1 Fiz p € (1,00) and suppose that §) is bounded with 9 € C*.
Suppose that T is the trace operator from Theorem 2.8.1. Let u € WhP(Q).
Then

u € Wy (Q) if and only if Tu =0 on d.

Proof. (=) If u € W, P(Q) then we may approximate u by u,, € C§° () and
since T is a bounded linear operator:

[Tull Lo @) = 1Tw = Tumll 1o () < ¢lle = tmllyi@) = 0-

(<) Assuming that Tu = 0 on 92 we have to construct a sequence in C§°(12)
that converges to u in the ||-[|y1.5()-norm. Since 92 € C! we again may work
on the finitely many local coordinate systems as in Definition 2.2.1. We start by
fixing a partition of unity {¢;}.", as in the proof of the previous theorem and
which again corresponds with the local coordinate systems. Next we assume
the boundary sets are flat, say 92N B; = I'g, C R*~! and set QN B; = Qp,
where B; is a box.

Since Tu = 0 we may take any sequence {uy},—;, € C*(Q) such that
|| fu||W1,p(Q) — 0 and it follows from the definition of 7" that w,,jaq =

Tu,, — 0. Now we proceed in three steps. From v(t) = v(0) + fot v'(s)ds one
gets

[o(t)] < [0(0)] + / [/ (s)] ds

and hence by Minkowski’s and Young’s inequality

&) < & [0(O)F + ¢, ( / (s) ds)p <o O+ [ W (s) ds.

It implies that

/ [ (2, 20) | d’ <
I'p

i (/ )pd/d
8xnum$,s x as,

< Cp/r \um($/,0)|pdx/+cprfl/r
B

BX[OyIn]

and since w190 — 0 in LP(9Q) and up, — uw in WHP(Q) we find that

P
/ lu(x, z,)|" da’ < cpr’fl/ uw(x',s)| dx'ds. (2.11)
T T x[0,2,] | O%n
Taking ¢ € C§°(R) such that
((x)=1 forze|0,1],
C(x)=0 forz¢[-1,2],
0<(¢<1 inR,
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we set
Wy (2 1n) = (1 = ¢ (may)) u(z, z,).

One directly finds for m — oo that

/ [u — wp,|P de < / lu(x)|” dx — 0.
Qp I'px[0,2m—1]

For the gradient part of the ||-||-norm we find

/QB |Vu — Vw,,|P dz :/ IV (¢ (man) u(@))|? dz

Qp

< oo / (¢ (M) [Vu(@)P + P ¢ (man)|” [u(@)?) dz. (2.12)
Qp
For the first term of (2.12) when m — oo we obtain

¢ (man)? [Vu(a) de < / V(@) dz — 0

Qp I'px[0,2m—1]

and from (2.11) for the second term of (2.12) when m — oo

/QB m? |¢ (ma,)[” |u(a)[” do = /m / m? |¢ (may)|” u(z)|” da' dz,,

2m ! o P

< Cp,gmp/ Pt / w(x',t)| dx'dt ) dz,
0 'z x[0,2m—1] Oz,

< C / 0 u(z’,t) pd:c'dtﬂ().

- e s x[0,2m~1] | OTn ,

S0 Wy — w in |[+[|yy1,p(g)-norm and moreover support(wy) lies compactly
in ‘0. (Here we have to go back to the curved boundaries and glue the wfﬁ?
together). Now there is room for using a mollifier. With J; as before we may
find that for all € < ﬁ (in € this becomes € < # for some uniform constant

depending on 90Q) that ve , = Je * wyy, is a C§°(Q)-function. We may choose
a sequence of &, such that ||ve,, m — wm||W1,p(Q) < L and hence v, — u in

Whr(Q). m

Exercise 32 Prove Minkowski’s inequality: for alle > 0, p € (1,00) and a,b €
R:

_ 1\?!
la+b]P < (14" af’ + (1+ E) |b|? .
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2.5 Gagliardo, Nirenberg, Sobolev and Morrey

In the previous sections we have (re)visited some different function spaces. For
bounded (smooth) domains there are the more obvious relations that W™?(§2) C
WFP(Q) when m > k and W™P?(Q) C W™9(Q) when p > ¢, not to mention
C™(Q) c C™P(Q) when a > 8 or C™(Q) C W™P(Q2). But what about the
less obvious relations? Are there conditions such that a Sobolev space is con-
tained in some Holder space? Or is it possible that W™P(Q) C W*4(Q) with
m > k but p < ¢7 Here we will only recall two of the most famous estimates
that imply an answer to some of these questions.

Theorem 2.5.1 (Gagliardo-Nirenberg-Sobolev inequality) Fiz n € NT
and suppose that 1 < p < n. Then there exists a constant C = C,, , such that

L7=p (

R") <C ||Vu||Lp(Rn)

for all u € C}(R™).

Theorem 2.5.2 (Morrey’s inequality) Fiz n € NT and suppose that n <
p < 0o. Then there ewists a constant C' = C), , such that

HU”CW*%(R") < Cllullyro@n
for all u € C1(R™).

Remark 2.5.3 These two estimates form a basis for most of the Sobolev imbed-
ding Theorems. Let us try to supply you with a way to remember the correct
coefficients. Obviously for WEP(Q) ¢ CH*(Q) and WFP(Q) ¢ WH1(Q) (with
q > p) one needs k > L. Let us introduce some number r for the quality of the

continuity. For the Holder spaces C™*(§)) this is ‘just’ the coefficient:
Kom,a =m + a.

For the Sobolev spaces W™P(Q) with Q € R™, which functions have ‘less dif-
ferentiability’ than the ones in C™ (Q) , this less corresponds with —% for each
dimension and we set n

Rwm.p = 1T — —.

p
For X; C Xy it should hold that kx, > kx,. The optimal estimates appear in
the theorems above; so comparing W'P and L9, respectively WP and C%, one
finds
{ 1-2>-2 ifqgnp—_"p and n > p,

2>a if n <np.

This is just a way of remembering the constants. In case of equality of the k’s
an imbedding might hold or just fail.

Exercise 33 Show that u defined on By = {x € R";|x| < 1} with n > 1 by
u(z) = log(log(1 + %)) belongs to W™ (By) . It does not belong to L°°(By).

|]

Exercise 34 Set Q = {x € R";|z| <1} and define ug (z) = lz|® for z € Q.
Compute for which § it holds that:
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1. ug € C%*(Q);
2. ug € Wl’p(Q);

3. ug € Lq(Q).

Exercise 35 Set Q = {z € R";|z — (1,0,...,0)| < 1} and define ug (z) = |z|”
for x € Q. Compute for which B it holds that:

1. ug € C%(09Q);
2. ug € WHr(0Q);
3. ug € Lq(QQ).

Proof of Theorem 2.5.1. Since u has a compact support we have (using

£(8) = fla) + [} f'(s)ds)

i o < | Ou
|’U,(:I,’)| = '/_OO axl(fﬂl,Z‘Zfl,yl,l'lJrl,:L’n)dyl SKOO axl dyi,
so that
n s | ou =
(@)= <[ </ ’&c_ dyi> . (2.13)
i=1 N T '

When integrating with respect to x; one finds that on the right side there are
n — 1 integrals that are z1-dependent and one integral that does not depend on
1. So we can get out one factor for free and use a generalized Holder inequality
for the n — 1 remaining ones:

1

1 1 1 n—1
/|cl|"—1 las|™T . Jan| 7T dt < <c1/a2dt.../|a2|dt) .

For (2.13) it gives us

[ oran < (f [glan)™ [HL (S
()™ TS o)
(Lol o)
Repeating this argument one finds
/O:O/O:Ou(xnﬁ dzidey < (/Z /Z'aa—; dyld@)ﬁ x
(Sl RS
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and after n steps

8u

HUI <Vl (2.14)

which completes the proof of Theorem 2.5.1 for p = 1. For p € (1,n) one uses
(2.14) with u replaced by |u|® for appropriate o > 1. Indeed, again with Holder
and % + % =1

a—1

[ullfozzy = ul®l 72 < IV =a

1 n—

a—1
o]

IN

IVall = allulfeatn, [Vl

If we take o > 1 such that a-"; = (a — 1)g, in other words o = q7L and
n—1

q > ;%7 should hold, we find [|u|,azz; < [ [[Vullp, . Since ¢ > 327 coincides

with p <n and a-t5 = n"—_’;) the claim follows. m

Proof of Theorem 2.5.2. Let us fix 0 < s < r and we first will derive an
estimate in B,.(0). Starting again with

uly) — u(0) = / y - (V) (ry))dr

one finds
1
[ @ -uolde, < [ [y (Vuew)|drds,
ly|=s lyl=s JO
1
[ [ sieidras,
lyl=s JO
_ ot / / Vu(tw))| dido.,
|w|=1
n 1/ / |Vu tw tn 1dtd0'w
Jw|=1 [tw|"
- Vu(y e Vu
lyl<s Y] wl<r Yl

and an integration with respect to s gives:

IN

1. Vu(y
[t -y < 2 [ FU0l, (215)
lyl<r n Jyl<r |yl
So with w,, is the surface area of the unit ball in R"
Wn
2ot < [ ) -uOldis [ juldy(219)
n ly|<r ly|<r
1 / [Vu(y))|
—r" ——dy + ||ull (g,
n i< Jy" R

IN

HH”” v (217

1
v
n | U‘HLP(B (0))

_p_
Lr»=1(B(0))
1

n—n (Wp\17%
+r ”(7) lull Lo (5, 0))
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For p > n one finds

p—1 —
_ " P P 1 r p—n
H|.|1 n b — <wn/ S(ln)p1+n1d8> = w”—n—l r p .
L7 (B,(0)) 0 1_ o1

p—1

Since 0 is an arbitrary point and taking r = 1 we may conclude that there is
C = (), p such that for p > n

sup |u(z)] < C ”unl,p(Rn) .
TEeR?
A bound for the Holder-part of the norm remains to be proven. Let x and
z be two points and fix m = 1z 4+ 1z and r = § |z — 2|. As in (2.16) and using
Br(m) C Bgr(x) n Bgr(z) :

Wn

St —u@l= [ e -y <

< u(y) —u(z)|d u(y) —u(z)|d

< [ )@l [ ) ue)ldy
< u(y) —u(x)|d u(y) —u(z)|d
< [ el [ ) - uel
<

1
Lonm / IW(y)l)_l1 dy+ / \W(yz)_l1 dy
n ly—z|<2r [y — 2| ly—z|<2r [y — 2|

and reasoning as in (2.17)

Ju(@) = u(z)| < Cupr 7 IVl 1o, o)) -

u(@) —u(z)| _ o _ng
|z — 2| S 2y IVl o, 0

which is bounded when z — z if a < 1 — %. [ ]
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Week 3

Some new and old solution
methods 1

3.1 Direct methods in the calculus of variations

Whenever the problem is formulated in terms of an energy or some other quan-
tity that should be minimized one could try to skip the derivation of the Euler-
Lagrange equation. Instead of trying to solve the corresponding boundary value
problem one could try to minimize the functional directly.

Let E be the functional that we want to minimize. In order to do so we need
the following:

A. There is some open bounded set K of functions and num-
bers Ey < E; such that:

(a) the functional on K is bounded from below by Ej :

forallu € K : E(u) > Ey,

(b) on the boundary of K the functional is bounded from
below by Ej:

for all w € OK : E (u) > Ex,

(¢) somewhere inside K the functional has a value in be-
tween:
there is ug € K : E (ug) < Ej.

Then E := inf,cx E (u) exists and hence we may assume that there is a
minimizing sequence {u,} ., C K, that is, a sequence such that

E(u1) > E(ug) > E(ug) > --- > E and lim E(u,)=E.

n—oo

This does not yet imply that there is a function @ such that FE (4) =
infuex E(u).
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Definition 3.1.1 A function & € K such that E (@) = inf,cx F (u) is
called a minimizer for E on K.

Sometimes there is just a local minimizer.

B. In order that w, leads us to a minimizer the following three properties
would be helpful:

(a) the function space should be a Banach-space that fits with the func-
tional; there should be enough functions such that a minimizer is
among them

(b) the sequence {u,}, -, converges or at least has a convergent subse-
quence in some topology (compactness of the set K), and

(c) if a sequence {u,} -, converges to us in this topology, then it
should also hold that lim,, . E(uy) = E (us) or, which is sufficient:
limy, 00 E(tn) > E (o) -

After this heuristic introduction let us try to give some sufficient conditions.
First let us remark that the properties mentioned under A all follow from
coercivity.

Definition 3.1.2 Let (X, ||-||) be a function space and suppose that E : X — R
is such that for some f € C (R{;R) with tlim f(t) = oo it holds that
—00

E(u) > f([Jul), (3.1)

then E is called coercive.

So let (X, ||-||) be a function space such that (3.1) holds. Notice that this
condition implies that we cannot use a norm with higher order derivatives than
the ones appearing in the functional.

Now let us see how the conditions in A follow. The function f has a lower
bound which we may use as Fy. Next take any function uy € X and take any
Ey > E (up) . Since lim;_» f (t) = co we may take M such that f (¢t) > E; for
all t > M and set K = {u € X;||u|]| < M}. The assumptions in A are satisfied.
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Now let us assume that (X, |||) is some Sobolev space W™P (Q) with 1 <
p < oo and that

K = {u € WP(Q); ‘boundary conditions’ and [|ullym.p(q) < M} .

Obviously W™P () is not finite dimensional so that bounded sets are not
precompact. So the minimizing sequence in K that we have is, although bounded,
has no reason to be convergent in the norm of WP (Q). The result that saves
us is the following.

Theorem 3.1.3 A bounded sequence {uy}r-, in a reflevive Banach space has
a weakly convergent subsequence.

N.B. The sequence uj converges weakly to u in the space X, in symbols uz —
win X, means ¢(uy) — ¢(u) for all ¢ € X', the bounded linear functionals on
X. This theorem can be found for example in H. Brezis: Analyse Fonctionnelle
(Théoréme I11.27). And yes, the Sobolev spaces such as W™ (Q) and W;"* (Q)
with 1 < p < oo are reflexive.

So although the minimizing sequence {u,},. ; is not strongly convergent it
has at least a subsequence {uy, } -, that weakly converges. Let us call un, this
weak limit in WP (Q). So

Up,, — Uoso Weakly in WP (). (3.2)

For the Sobolev space W™P () the statement in (3.2) coincides with

O L (9)
oz ) U oz ) "

weakly in LP () for all multi-index oo = (a1, ..., a,) € N® with |a] = a1+ -+
oy _ (Lo \™ o\

The final touch comes from the assumption that E is ‘sequentially weakly
lower semi-continuous’.

Definition 3.1.4 Let (X, ||-||) be a Banach space. The functional E : X — R
18 called sequentially weakly lower semi-continuous, if

up — u weakly in X

implies
E(u) < liminf E(uy,).
n—oo

We will collect the result discussed above in a theorem. Indeed, the coerciv-
ity condition gives us an open bounded set of functions K, numbers Ey, F, a
function ug € K° and hence a minimizing sequence in K. Theorem 3.1.3 sup-
plies us with a weak limit u., € K of a subsequence of the minimizing sequence
which is also a minimizing sequence itself (so inf,cx E(u) < E(us)). And the
sequentially weakly lower semi-continuity yields F(us) < infycx F(u).

Theorem 3.1.5 Let E be a functional on W™P (Q) (or Wy (Q)) with 1 <
p < 0o which is:
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1. coercive;
2. sequentially weakly lower semicontinuous.
Then there exists a minimizer u of E.

Remark 3.1.6 These 2 conditions are sufficient but neither of them are nec-
essary and most of the time too restrictive. Often one is only concerned with a
minimizing a functional E on some subset of X. If you are interested in varia-
tional methods please have a look at Chapter 8 in Evans’ book or any other book
concerned with direct methods in the Calculus of Variations.

Example 3.1.7 Let Q0 be a bounded domain in R™ and suppose we want to
minimize E (u) = [, (% Vul> — f u) dz for functions u that satisfy u = 0 on
dQ. The candidate for the reflexive Banach space is Wy (Q) with the norm ||-||

defined by
fullge = ( [ 1vu )
Q

Indeed this is a norm by Poincaré’s inequality: there is C € RT such that
/qu:r < C’/ \Vul? d
Q Q

S Ml <l < Jullys.

and hence

Since Wy (Q) with (u,v) = JoVu - Vo dx is even a Hilbert space we may
/
identify (V[/Ol’2 (Q)) and W, % ().

The functional E is coercive: using the inequality of Cauchy-Schwarz

E(u) = /Q(%|Vu|2—fu>dx

1 1
2 2
> §/|Vu|2dx—</ qux> </ f2d:v>
Q Q Q
2
> Hlullye — Nl 11
2 2 2
> Llulfye = (3l + 11132
2 2
> dlullye — 113

The sequentially weakly lower semi-continuity goes as follows. If u, — u weakly
4 1,2
in Wy 7 (Q), then

E(un) — E(u) = /Q (19 — 410l f (s — ) da
/ (% |V, — Vul® + (Vu, — V) - Vu — f (u, — u)) dx
Q
> /Q((Vuanu)-Vuff(unfu))dmHO.

!
Here we also used that (U — fQ fvd:v) € (WOM(Q)) . Hence the minimizer
exists.
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In this example we have used zero Dirichlet boundary conditions which al-
lowed us to use the well-known function space WO1 2(Q) For nonzero boundary
conditions a way out is to consider Wy (2)+g where g is an arbitrary W2 (Q)-
function that satisfies the boundary conditions.
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3.2 Solutions in flavours

In Example 3.1.7 we have seen that we found a minimizer v € VVO1 2 (©) and since
it is the minimizer of a differentiable functional it follows that this minimizer
satisfies

/(Vu -V — f n)dz =0 for all n € W, ().

If we knew that u € W, >(Q) N W22(Q) an integration by parts would show
/(—Au — f)ndx =0 for all n € Wol’Q(Q)

and hence —Au = f in L? (2)-sense.
Let us fix for the moment the problem

—Au=f inQ,
{ u=20 on 0. (3.3)

Definition 3.2.1 If u € W,*(Q) is such that

/(Vu-Vn—f n)dz =0 for all n € Wy (Q)

holds, then u is called a weak solution of (3.3).

Definition 3.2.2 If u € Wy %(Q) N W22(Q) is such that —Au = f in L? (Q)-
sense, then u is called a strong solution of (5.8).

Remark 3.2.3 If a strong solution even satisfies u € C?*(Q) and hence the
equations in (3.3) hold pointwise u is called a classical solution.

Often one obtains a weak solution and then one has to do some work in order
to show that the solution has more regularity properties, that is, it is a solution
in the strong sense, a classical solution or even a C*°-solution. In the remainder
we will consider an example that shows such upgrading is not an automated
process.

Example 3.2.4 Suppose that we want to minimize
B = [ (- @) i
0

with y(0) = y(1) = 0. The appropriate Sobolev space should be Wy*(0,1) and
indeed E is coercive:

E(y) /0 (1=2()+ (y)") da
! 4
> [ 1300 do =l 1.

Here we used 2a* < %a4—|—2 (indeed 0 < (s*%a—séb)Q implies 2ab < e~ ta?+¢eb?).
We will skip the sequentially weakly lower semicontinuity and just assume that

48



there is a minimizer u in W01’4(0, 1). For such a minimizer we’ll find through
%E (y+71n),—9 =0 that

1 5
/ (74,7/ +4 (y’)s) n' dx =0 for alln € Wy *(0,1).
0

Assuming that such a minimizer is a strong solution, y € W24(0,1) we may
integrate by part to find the Euler-Lagrange equation:

4 (1 —3 (y/)2> y" = 0.

Soy"” =0 or (y’)2 = 1. A closer inspection gives y(x) = az + b and plugging in
the boundary conditions y(0) = y(1) = 0 we come to y(x) = 0.
Next let us compute some energies:

1
E(0) = / (1—0)dz =1,
0
and E(y) for a special function y in the next exercise.

Exercise 36 Let E be as in the previous ezample and compute E(y) for y(z) =
sinnz - If you did get that E (y) = 32 < 1 = E(0) then 0 is not the minimizer.
What is wrong here?

Notice that E (y) > 0 for any y € W,*(0,1), so if we would find a function
y such that F (y) = 0 we would have a minimizer. Here are the graphs of a few
candidates:

0.5 0.5

0.5 1 Nb/l Nb 1 N5 1 ’ 0.5 1
-0.5 -0.5 -0.5 -0.5

Exercise 37 Check that the function y defined by y(z) = 1 — ’x — %‘ is indeed
. 1,4

in Wy7(0,1).

And why is y not in W24(0,1)? For those unfamiliar with derivatives in a
weaker sense see the following remark.

-0.5

Remark 3.2.5 If a function y is in C? (0,1) then we know y' and y" pointwise
in (0,1) and we compute the integral ||y(i)HL4(O 1 i € {0,1,2} in order to find
whether or not y € W24(0,1). But if y is not in C%(0,1) we cannot directly
compute f01 (y”)4 dxz. So how is y' defined?

Remember that for differentiable functions y and ¢ an integration by parts

show that L L
/ y’(bdx:—/ y ¢ de.
0 0

One uses this result to define derivatives in the sense of distributions. The
distributions that we consider are bounded linear operators from C§° (R™) to R.
Remember that we wrote C§° (R™) for the infinitely differentiable functions with
compact support in R™.
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Definition 3.2.6 Ify is some function defined on R™ then (%)a y in C§° (R™)
is the distribution V' such that

Vo =07 [ v (g) oo d

Example 3.2.7 The derivative of the signum function is twice the Dirac-delta
function. This Dirac-delta function is not a true function but a distribution:
5(6) = 6(0) for all & € Cy (R).

The signum function is defined by

1 ifx >0,
sign(x) = 0 ifz=0,
-1 ifx<0.

We find, calling ‘sign’ = V', that for ¢ with compact support:

v - - " sign(z) () de =

— 00

0 oo
- / ¢'(z) do — / ¢ () dz = 26(0) = 25(0).
—00 0

Exercise 38 A functional for the energy that belongs to a rectangular plate
lying on three supporting walls, clamped on one side and being pushed down by

some weight is

E(u) = /R (% (Au)® — f u) dxdy.

Here R = (0,£4) x (0,b) and supported means the deviation u satisfies

u(x,0) = u(z,b) = u(l,y) =0,

and clamped means

Compute the boundary value problem that comes out.

Exercise 39 Let us consider the following functional for the energy of a rectan-
gular plate lying on two supporting walls and being pushed down by some weight

18

E(u) = /R (% (Au)® — f u) dxdy.

Here R = (0,¢) x (0,b) and supported means the deviation u satisfies v (0,y) =
u(l,y) =0.
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Compute the boundary value problem that comes out.

Exercise 40 Consider both for FExercise 38 and for Exercise 39 the variational
problem

E : Wi(R):={ueC>(R); + boundary conditions}”.nw(m —R
with Hun(R) = ||U||L2(R) + HAUHLZ(R) :
For the source term we assume f € L? (R).
1. Is the functional E coercive?
2. Is E is sequentially weakly lower semi-continuous?

Exercise 41 Show that the equation for Exercise 39 can be written as a system
of two second order problems, one for u and one for v = —Au. For those who
have seen Hopf’s boundary Point Lemma: can this system be solved for positive

fe
Exercise 42 Suppose that we replace both in Exercise 38 and 39 the energy by

E(u) = /R (% (Au)® + 6% |Vul> — f u) dxdy.

Compute the boundary conditions for both problems. Can you comment on the
changes that appear?

Exercise 43 What about uniqueness for the problem in Fxercises 38 and 39¢

Exercise 44 Is it true that Wy,.(R) C W22 (R) both for Exercise 38 and for
Exercise 397

Exercise 45 Let u € W42 (R) N Wy, (R) be a solution for Ezercise 39. Show

that for all nonzero n € Wy.(R) the second variation (%)QE(U-FT’I])T:O is
positive but not necessarily strictly positive.

In the last exercises we came up with a weak solution, that is u € ch’z (R)
satisfying
/ (Auln — fn) dedy = 0 for all n € W (R).
R
Starting from such a weak solution one may try to use ‘regularity results’ in
order to find that the u satisfying the weak formulation is in fact is a strong
solution: for f € L? (R) it holds that u € W*2 (R) N W2 (R).

In the case that f has a stronger regularity, say f € C* (R), it may even be
possible that the solution satisfies u € C* (R). Although since the problems
above are linear one might expect that such regularity results are standard
available in the literature. On the contrary, these are by no means easy to
find. Especially higher order problems and corners form a research area by
themselves. A good starting point would be the publications of P. Grisvard.
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3.3 Preliminaries for Cauchy-Kowalevski

3.3.1 Ordinary differential equations
One equation

One of the classical ways of finding solutions for an o.d.e. is by trying to find
solutions in the form of a power series. The advantage of such an approach
is that the computation of the Taylor series is almost automatical. For the
nt"-order o.d.e.

y (@) = fla,y(2),....y" "D (2)) (3.4)

with initial values y(zo) = vo, ¥/ (z0) = 1, ---, ¥V (x0) = yn_1 the higher
order coeflicients follow by differentiation and filling in the values already known:

y(n)(xo) = Yn'= f(‘roay()u"'ynfl)

of

af n—1
(n+1) 9
y " (o) Ynt1 3= (20,50, Yn1) + kZ:Oyk-i-lay_ (0, Yo, - - Yn—1)

K2

etc.

It is well known that such an approach has severe shortcomings. First of all
the problem itself needs to fit the form of a power series: f needs to be a real
analytic function. Secondly, a power series usually has a rather restricted area
of convergence. But if f is appropriate, and if we can show the convergence, we
find a solution by its Taylor series

@ —m)k g
y(@) =Y ———y* (x0). (3.5)

k!
k=0

Remark 3.3.1 For those who are not to familiar with ordinary differential
equations. A sufficient condition for existence and uniqueness of a solution
for (8.4) with prescribed initial conditions is (x,p) — f(x,p) being continuous
and p — f (x,p) Lipschitz-continuous.

Multiple equations

A similar result holds for systems of o.d.e.:
y (@) = (@, y(2),...,y" D (2)) (3.6)

wherey : R — R™ and f is a vectorfunction. The computation of the coefficients
will be more involved but one may convince oneself that given the (vector)values
of y(x0), y'(x0) up to y™ = (zq) the higher values will follow as before and the
Taylor series in (3.5) will be the same with y instead of y. To have at most one
solution by the Taylor series near = = x( one needs to fix y(zo), ..., y™ 1 (x0).
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From higher order to first order autonomous

The trick to go from higher order to first order is well known. Setting u =
(v, ...,y D) the n*-order equation in (3.4) or system in (3.6) changes in

Yo

0 U1

u' = 0 0 u+ . with u(zg) = ,
0 -~ 0 0 f(z,u) Yn—1

Finally a simpel addition will make the system autonomous. Just add the equa-
tion uj, 1 (x) = 1 with uy41(20) = xo. We find up,41(x) = x and by replacing
T by unp41 in the o.d.e. or in the system of o.d.e.’s the system becomes au-
tonomous.

So we have found an initial value problem for an autonomous first order

System
{ W (z) = g(‘f(”:))’ (3.7)

Remark 3.3.2 If we include some parameter dependance in (3.7) we would
find the problem
u'(z) = g(u(z), p),
3.8
{ u(zo) = uop(p). (8:8)

Such a problem would give a solution of the type

> u®(z
u(e,p) =Y TR

k!
1=0

and the u® (xq, p) itself could be power series in p if the dependance of p in
(3.8) would allow. One could think of p as the remaining coordinates in R™.
Note that ug(p) would prescribe the values for w on a hypersurface of dimension
n— 1.

Exercise 46 Compute u*) (x4) from (3.7) for k = 0,1,2,3 in terms of g and
the initial conditions.

3.3.2 Partial differential equations

The idea of Cauchy-Kowalevski could be phrased as: let us compute the solution
of the p.d.e. by a Taylor-series. The complicating factor becomes that it is not
so clear what initial values one should impose.

Taylor series with multiple variables

Before we consider partial differential equations let us recall the Taylor series in
multiple dimensions. For an analytic function v : R™ — R it reads as

oo o=k oy, Zo
v(w)zz Z (ax) ( )(x_xo)a

al
k=0 €N
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where

al = olas!. ..y,
9\° g 9o g
(%) = arar o
(.’E — ZL’())Q = (.’171 — .’Iﬁl,o)al (.’172 — .’172,0)&2 Ce (Z’n — Z’nvo)an.

The o € N” that appears here is called a multiindex.

Exercise 47 Take your favourite function f of two variables and compute the
Taylor polynomial of degree 3 in (0,0):

3 lal=k f)(0,0)
s & eo,

k=0 aecN2

Several flavours of nonlinearities
A linear partial differential equation is of order m if it is of the form

|a]<m

Y Aale ()au(a?):f(a?), (3.9)

a€eNn

and the a4 (x) with |a| = m should not disappear.
Every p.d.e. that cannot be written as in (3.9) is not linear (= nonlinear?).
Nevertheless one sometimes makes a distinction.

Definition 3.3.3 1. A m order semilinear p.d.e. is as follows:

le|= @ -1
ou 0" tu

acNn

2. A mt" order quasilinear p.d.e. is as follows:
= oty [ 9\° ou 9y
Z Aa m1)<_) u(:r)-f(x,—,...7 ml)'
o=t 8351 T oal ox o0x1 oz

3. The remaining nonlinear equations are the genuine nonlinear ones.

Example 3.3.4 Here are some nonlinear equations:

o The Korteweg-de Vries equation: us + utty + Uz = 0.

Vu

e The minimal surface equation: V- ————=—= = 0.
1+ |Vl
o The Monge-Ampére equation: Ugyztyy — uiy = f.

One could call them respectively semilinear, quasilinear and ‘strictly’ non-
linear.
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3.3.3 The Cauchy problem

As we have seen for o.d.e.’s an m!-order ordinary differential equation needs
m initial conditions in order to have a unique solution. A standard set of
such initial conditions consists of giving y, ¢/, ..., y™ ™Y a fixed value. The
analogon of such an ‘initial value’ problem for an m!*-order partial differential
equation in R™ would be to describe all derivatives up to order m — 1 on some
(n — 1)-dimensional manifold. This is a bit too much. Indeed if one prescribes
y on a smooth manifold M, then also all tangential derivatives are determined.
Similar, if %y, the normal derivative on M is given then also all tangential
derivatives of a%y are determined. Etcetera. So it will be sufficient to fix all
normal derivatives from order 0 up to order m — 1.

Definition 3.3.5 The Cauchy problem for the m"-order partial differential
equation F (x, Y, aiwly, ceey a‘l—m,;y) = 0 on R™ with respect to the smooth (n—1)-
dimensional manifold M is the following:

F(xvyaa;gly77aaTZzy):0 ’L’I’LJR”7
Yy =9

le]
wY=9 3.10
¢ . ! on M, ( )

ot
aom—1Y = Pt
where v is the normal on M and where the ¢; are given.

Exercise 48 Consider M = {(z1,%2); 2} + 23 = 1} with ¢y(z1,22) = z1 and
¢1(x1,22) = x2. Let v be the outside normal direction on M. Suppose v is a
solution of 86—;%1#&— aa—jgu =1 in a neighborhood of M, say for 1 —e < x? + 23 <
1+ ¢ that satisfies
u=¢, forxe M,
a%u:qﬁl for x € M.

2 .
Compute %u on M for such a solution.

Exercise 49 The same question but with the differential equation replaced by
o2 2> . _
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3.4 Characteristics I

So the Cauchy problem consists of an m'"-order partial differential equation
for say w in (a subset of) R", an (n — 1)-dimensional manifold M, the normal
n—1

direction v on M and with wu, %u, %u given on M. One may guess
that the differential equation should be of order m in the v-direction.

Example 3.4.1 Consider %u+ a%zu = g(x1,z2) for a given function g. This
is a first order p.d.e. but if we take new coordinates y; = x1 + xo and ys =
x1—x2, and set §(x1+x2, x1—2) = g(x1, 22) and W(x1+x2, x1—2) = u(z1, T2),
we find

27 =3 (3.11)
If for example u (x1,0) = p(x1) is given for x1 € R, then

Y1
@ (y1,y2) = (w1, 21) + %/ 9(s, y2)ds,
x1
which can be rewritten to a formula for u.

But if u(z1, 1) = @(x1) is given for z1 € R, then @(y1,0) = ¢(3y1) and this
is in general not compatible with (3.11). One finds that the solution is constant
on each line yo = c. That means we are not allowed to prescribe the function
u on such a line and if we want the Cauchy-problem to be well-posed for a
1-d-manifold (curve) we better take a curve with no tangential in that direction.

The line (or curve) along which the p.d.e. takes the form of an o.d.e. is
called a characteristic curve.

In higher dimensions and for higher order equations the notion of character-
istic manifold becomes somewhat involved. For quasilinear differential equations
a characteristic curve or manifold in general will even depend on the solution
itself. So we will use a more usefull concept that is found in the book of Evans.
Instead of giving a definition of characteristic curve or characteristic manifold
we will give a definition of noncharacteristic manifolds.

Definition 3.4.2 A manifold M is called noncharacteristic for the differential
equation

|a|=m o
0 0 om
Z A (z) (%> u(z) =B <$,u, a—xlu, e wu) . (3.12)

aeN”
if for x € M and every normal direction v to M in x:

loe|=m

> Aa(z)® #0. (3.13)

a€eNn

We say v is a singular direction for (3.12) if Z‘aael;;" An(z)r® = 0.
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Remark 3.4.3 The condition in (3.13) means that the coefficient of the differ-
ential equation of the m*"-order in the v-direction does not disappear. In case
that (3.12) would be an o.d.e. in the v direction we would ‘loose’ one order in
the differential equation.

Remark 3.4.4 Sobolev defines a surface given by F(x1,...,x,) =0 to be char-
acteristic if the (24 order) differential equation, on changing from the variables
Z1,. .., Xy to new variables y1 = F(T1,...,Zn), Y2, -« , Yn With yo to y, arbitrary
functions of ©1 to x,, such that all the y; are continuous and have first order
derivatives and a non-zero Jacobian in a neighbourhood of the surface under
consideration, it happens that the coefficient A1 of 667; vanishes on this sur-
face. '

The definition of noncharacteristic gives a condition for each point on the man-
ifold. Also Sobolev’s definition of characteristic does. So not characteristic and
noncharacteristic are not identical.

3.4.1 First order p.d.e.

Consider the first order semilinear partial differential equation

> Aile) (@) = B w.). (3.19)

A solution is a function y : R™ — R. The Cauchy problem for such a first
order p.d.e. consist of prescribing initial data on a (smooth) n — 1-dimensional
surface. We will see that we cannot choose just any surface. If we consider a
curve t — x(t) that satisfies 2/(t) = A (z(t)) then one finds for a solution y on
this line that

FYE0) = L7 =
0

AZ<LL')

M=

Fro(e) = B (@(t). (1)

.
Il

and hence that we may solve y on this curve when one value y (zo) is given.

Indeed 16— A

is an o.d.e. system with a unique solution for analytic A (Lipschitz is sufficient).

Definition 3.4.5 The solution t — x(t) is called a characteristic curve for

(3.14).

With this curve ¢ — z(t) known one obtains a second o.d.e. for t — y (z(t)) .
Set Y (t) =y (x(t)) and Y solves

Y/(t) = B (x(t), Y (1))
{ Y (0) = (o) (3.16)

So if we would prescribe the initial values for the solution on an n — 1-
dimensional surface we should take care that this surface does not intersect
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each of those characteristic curves more than once. This is best guaranteed by
assuming that the characteristic directions are not tangential to the surface. For
a first order this means that z’(¢) should not be tangential to this surface. In
other words A (z(t)) - v = a/(t) - v # 0 where v is the normal direction of the
surface.

Characteristic lines and an appropriate surface with prescribed values

Exercise 50 Show that also for the first order quasilinear equations

m

3" 4w 9)5-u(z) = B (z.)

i=1

one obtains a system of o.d.e.’s for the curve t — x(t) and the solution t —
y (x(t)) along this curve.

3.4.2 C(lassification of second order p.d.e. in two dimen-
sions

The standard form of a second order semilinear partial differential equation in
two dimensions is

a uac1ac1 + 2b uacwcg + Cc u$2$2 = f (ZL',U, vu) . (317)

Here f is a given function and one is searching for a function w.
We may write this second order differential operator as follows:

0? 0? 0? a b
aa—w%+2b78x18x2+08—a:§_v'< b C)V

and since the matrix is symmetric we may diagonalize it by an orthogonal matrix

a b\ _.rf M O
(b e)= (% )"
Definition 3.4.6 The equation in (3.17) is called

58



o elliptic if \y and Ay have the same (nonzero) sign;
e hyperbolic if A1 and A2 have opposite (nonzero) signs;
e parabolic if \y =0 or Ay = 0.

Remark 3.4.7 In the case that a, b and ¢ do depend on x one says that the
equation is elliptic, hyperbolic respectively parabolic in x if the eigenvalues A1(x)
and \o(z) are as above (freeze the coefficients in x). Note that

v (4o M) vus

= a(T) Ugyzy +26(T) Ugyzy + (T) Uzyay + Y (T)Usy + 0(T) Uy
where
Oa ob ob Jdc

= —_— _— d 6 = - -_.
i 8.’131 + 81}2 an 8901 + 81}2

So the highest order doesn’t change.

For the constant coefficients case one reduce the highest order coefficients to
standard form by taking new coordinates Tx = y. One finds that (3.17) changes
to B

A1 Uyy; + A2 Uyoys = / (yv u7vu) .
Depending on the signs of A\; and A\ we may introduce a scaling y; = \/m,zl
and come up with either one of the following three possibilities:

e a semilinear Laplace equation: u,, ,, + Uz, = f(2,u, Vu);

~

e a semilinear wave equation: u, ., — Uz, = f(2,u, Vu);

® Uy, = f(z,u, Vu), which can be turned into a heat equation when

f(za U, vu) = C1lUz; + Coly,.

Exercise 51 Show that (3.17) is

1. elliptic if and only if det ( Z i ) > 05

2. parabolic if and only if det < “ IZ ) = 0;

3. hyperbolic if and only if det ( (Z [é ) < 0;

Exercise 52 Show that under any regular change of coordinates y = Bx, with
B a nonsingular 2 X 2-matriz, the classification of the differential equation in
(8.17) does not change.

Definition 3.4.8 For a linear p.d.e. operator Lu := Zlaae\g;n Ay () ((%)au
one introduces the symbol by replacing the derivation % by &; -
o] <m
symbol; (&) = Z An(z) £ ... 6.
aeNn
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Exercise 53 Show that for second order operators with constant coefficients in
two dimensions:

1. The solutions of {& € R?; symbolr,(£) = k} consists of an ellips for some
k € R, if and only if L is elliptic.

2. The solutions of {¢€ € R?; symboly(€) = k} consists of a hyperbola for
some k € R, if and only if L is hyperbolic.

3. If the solutions of {£& € R?; symbol(€) = k} consists of a parabola for
some k € R, then L is parabolic.

4. If the solutions of {& € R?; symbolr,(£) = k} do not fit the descriptions
above for any k € R, then L is not a real p.d.e.: it can be transformed

into an o.d.e..

60



3.5 Characteristics 11

3.5.1 Second order p.d.e. revisited

Let us consider the three standard equations that we obtained separately.
1o Ugy oy FUgoay = f(z,u, Vu). We may take any line £ through a point z and

a orthonormal coordinate system with v perpendicular and 7 tangential
to find in the new coordinates u,, + trr = f(y,u,tur,u,). So with z =

Y1V + YaT
Uysys = ~Uyy; + fN(yy u, uyuuyz) for y € R27
u(y1,0) = & (y1) for y; € R, (3.18)
Uys (ylv 0) =9 (yl) for y; € R,

and find that the coefficients in the power series are defined. Indeed if we
prescribe u(yi,0) and uy, (y1,0) for y; we also know

2 \" a\" o
<%> u(y1,0) and <%> wu(yl,ﬂ) for all kK € N*. (3.19)
1 1 2

Using the differential equation and (3.19) we find

9 \2 o\ /92
— ) u(y1,0) and hence | — — | wu(y1,0) for all k € NT.
(31/2) (1.0) (3111) (3112) (1.0)
(3.20)
Differentiating the differential equation with respect to yo and using the
results from (3.19-3.20) gives

a\* AN
— ) u(y1,0) and hence | — — ) u(y;,0) for all k € NT.
(ayQ) (y1,0) (6y1) (ayz) (y1,0)
(3.21)
By repeating these steps we will find all Taylor-coefficients and, hoping

the series converges, the solution.

Going back through the transformation one finds that for any p.d.e. as
in (3.17) that is elliptic the Cauchy-problem looks well-posed.(We would
like to say ‘is well-posed’ but since we didn’t state the corresponding
theorem ... )

/\/f \—

For elliptic p.d.e. any manifold is noncharacteristic.

2. Ugy gy — Uspyzy, = f(x,u, Vu). Taking new orthogonal coordinates by

y = ( COSx —SIno )LL’ (322>

sina  cosa

the differential operator turns into

2 2 9 9? 2 2 0
cos” o — sin“ o) —= — 4 cosasin« + (sin“ o — cos” ) —=
( ) 324% O0y10y2 ( ) 8245
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and the equation we may write as

4 cos asin «

Uypys = Uy T =5

muylyz + f(y, W, Vu)

if and only if sin®a # cos?a. If we suppose that sin® # cos?a and
prescribe u(y1,0) and uy, (y1,0) then we may proceed as for case 1 and find
the coefficients of the Taylor series. On the other hand, if sin? o = cos? o,

then we are left with

2uy1y2 = if(yvuvuylvuyz)-

Prescribing just w (y1,0) is not sufficient since then w,, (y1,0) is still un-
known but prescribing both w (y1,0) and u,, (y1,0) is too much since now
Uy, y, (Y1,0) follows from uy, (y1,0) directly and from the differential equa-
tion indirectly and unless some special relation between f and wu,, holds
two different values will come out. So the Cauchy problem

Upary = Upyzy + F(T, U, Uy, Up,)  for @ € R2,
u(z) = ¢ (x) for z € ¢,
uy(z) = P (x) for x € ¢,

is (probably) only well-posed for ¢ not parallel to G) or (711) Going back

through the transformation one finds that any p.d.e. as in (3.17) that is

hyperbolic has at each point two directions for which the Cauchy problem

has a singularity if one of these two direction coincides with the manifold

./\/l For any other manifold (a curve in 2 dimensions) the Cauchy-problem
(could be) well-posed.

B

204 order hyperbolic in 2d: in each point there are two singular directions.

3. Up,y = f(x,u, Vu). Doing the transformation as in (3.22) one finds
sin? o Uysy, = 2SIN QA COS A Uy, y, — cos® a Uy, y, T f(y, u, V).

which a (probably) well-posed Cauchy problem (3.18) except for o a mul-
tiple of w. The lines z2 = ¢ give the sigular directions for this equation.
Going back through the transformation one finds that any p.d.e. as in
(3.17) that is parabolic has one family of directions where the highest or-
der derivatives disappear. For any 1-d manifold that crosses one of those
lines exactly once, the Cauchy-problem is (as we will see) well-posed.

204 order parabolic in 2d: in each point there is one singular direction.

Exercise 54 Consider the one-dimensional wave equation (a p.d.e. in R?)
Ut = C*Uyy for some ¢ > 0.

1. Write the Cauchy problem for uy = c*ugz, on M = {(z,t);t = 0}.
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2 _ (8 2y (d o) . .
2. Use u.tt — c‘ Upr = (5 — C%) (g +CE). to show that solutions of this
one-dimenstonal wave equation can be written as

u(z,t) = f(x —ct) + g(z + ct).

3. Now compute the f and g such that u is a solution of the Cauchy problem
with general ¢, and ¢;.

The explicit formula for this Cauchy problem that comes out is named after
d’Alembert. If you promise to make the exercise before continuing reading, this
18 1t:

x+ct

u(,t) = 3o (x + ct) + Ly (z — ct) + 3 / o1 (s)ds.

r—ct

Exercise 55 Try the find a solution for the Cauchy problem for w;+u; = gy
on M = {(z,t);t =0}.

3.5.2 Semilinear second order in higher dimensions
That means we are considering differential equations of the form

| =2

> Aalx) <%>au = f (z,u, Vu) (3.23)

aeNn

and we want to prescribe u and the normal derivative u, on some analytic n—1-
dimensional manifold. Let us suppose that this manifold is given by the implicit
equation @ (z) = c¢. So the normal in Z is given by

Vo(z)

V()|

In order to have a well-defined Cauchy problem we should have a nonvanishing
2
2 u component in (3.23).

Going to new coordinates We want to rewrite (3.23) such that we recog-
nize the 68—1,22u component. We may do so by filling up the coordinate system

with tangential directions 71,...,7,—1 at Z. Denoting the old coordinates by
{z1,x2,...,2,} and the new coordinates by {y1,¥y2,...,yn} we have

X1 Vi Tia1 - Tp-1,1 Y1

X2 Vg T12 *° Tp—1n Y2

Tn VUn Timn e Tn—1,n Yn

and since this transformation matrix 7" is orthonormal one finds

U1 V1 Vo Unp z1
Y2 T1,1 T1,2 T1i,n T2
Yn Tn—-1,1 Tn—-1m " Tn—1,n Tn
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Hence

0 _ Oy 0 8y] 0 — R
ox;  Ox; Oyr Z Ox; 8yj l@yl + ; Ty dy;
So (3.23) turns into
A, (x vi— + Tijm— u = f(x,u, Vu 3.24
> ]I ngpr+ Doy | o=ty G2

and the factor in front of the 8‘9—;2u component, which is our notation for 8‘9—1/22u
1
at T in (3.23), is

Asp. 0(T) %Al,lw.,o(f) %Al,o,...,l(*’f)
lal=2 A1, 0@ Aos. 0@ o FAox. (@)
3 Au(@ = | | - v.
gl X : o : ) : )
§A170’“'71($) 514071’.”71(.%) tte AO,O,...,2(:E)

Classification by the number of positive, negative and zero eigenvalues

Let us call the matrix in (3.25) M. Since it is symmetric we may diagonalize it
and find a matrix with eigenvalues A1, ..., A, on the diagonal. Notice that this
matrix does not depend on v. Also remember that we have a well-posed Cauchy
problem if v - Mv # 0.

Let P be the number of positive eigenvalues and N the number of negative
ones. There are three possibilities.

1. (P,N) = (n,0) of (P,N) = (0,n). Then all eigenvalues of M have the
same sign and in that case v - Mv # 0 for any v with |v| = 1. So any
direction of the normal v is fine and there is no direction that a manifold
may not contain. Equation (3.23) is called elliptic.

2. P+ N =nbut 1 < P <n—1. There are negative and positive eigenvalues
but no zero eigenvalues. Then there are directions v such that v- Mv = 0.
Equation (3.23) is called hyperbolic.

3. P+ N < n. There are eigenvalues equal to 0. Equation (3.23) is called
parabolic.

There exists a more precise subclassification according to the number of
positive, negative and zero eigenvalues.

In dimension 3 with (N, P) = (1,2) or (2,1) one finds a cone of singular
directions near Z.
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The singular directions at T form a cone in the hyperbolic case.

In dimension 3 with (IV, P) = (0,2) or (0,2) one finds one singular direction
near .

Singular directions in a parabolic case.

3.5.3 Higher order p.d.e.

The classification for higher order p.d.e. in so far it concerns parabolic and
hyperbolic becomes a bit of a zoo. Elliptic however can be formulated by the
absence of any singular directions. For an m!*-order semilinear equation as

o\ 9 a\"
it can be rephrased as:

Definition 3.5.1 The differential equation in (3.26) is called elliptic in T if

D Aa(®@)E* #0 for all § € R™\{0}.

|la|=m

Exercise 56 Show that for an elliptic m"-order semilinear equation (as in
(8.26)) with (as always) real coefficients A, (x) the order m is even.
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Week 4

Some old and new solution
methods 11

4.1 Cauchy-Kowalevski

4.1.1 Statement of the theorem

Let us try to formulate some of the ‘impressions’ we might have got from the
previous sections.

Heuristics 4.1.1

1. For a well-posed Cauchy problem of a general p.d.e. one should have a
manifold M to which the singular directions of the p.d.e. are strictly
nontangential.

2. The condition for the singular directions of the p.d.e.
) @ ) 8m—1
|Z Aa(.’E)(%) u+F(w,u,a—x1u,7Wu):0

is Z\a| Ay (z)v* =0. A nonchamctem’stic manifold M means that if
v is normal to M then 3, _,, Aa () v* # 0.

3. The amount of singular directions increases from elliptic (none) via parabolic
to hyperbolic.

4. (Real-valued) elliptic p.d.e.’s have an even order m; so odd order p.d.e.’s
have singular directions.

Now for the theorem.

Theorem 4.1.2 (Cauchy-Kowalevski for one p.d.e.) We consider the Cauchy
problem for the quasilinear p.d.e.

6m1 ) o _ B) 6m1
E Aa(xwaz Uy ooy o= 1“)(%) u—F(xmazlu,...,Wu)
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with the boundary conditions as in (8.10) with an (n — 1)-dimensional manifold
M and given functions @y, 01, ... Qp_1-
Assume that

1. M is a real analytic manifold with T € M. Let v be the normal direction
to M in Z.

2. 0o, P1s -+ Pm_1 are real analytic functions defined in a neighborhood of
z.

3. (z,p) — Au(z,p) and (x,p) — F(z,p) are real analytic in a neighborhood
of T.

If Z|a|=m Aq (a‘c,u, %lu,...,%u) v® # 0 with the derivatives of u
replaced by the appropriate (derivatives of) p, at x = T, then there is a ball
B.(Z) and a unique analytic solution u of the Cauchy-problem in this ball.

For Cauchy-Kowalevski the characteristic curves should not be tangential to
the manifold.
The theorem above seems quite general but in fact it is not. There is a version
of the Theorem of Cauchy-Kowalevski for systems of p.d.e. But similar as for
o.d.e. we may reduce Theorem 4.1.2 or the version for systems to a version for
a system of first-order p.d.e.

4.1.2 Reduction to standard form

We are considering

Z Ao () u=F (4.1)

|a]=m

where A, and F' may depend on x and the derivatives (%)'B u of orders |3] <

m — 1. In fact the u could even be a vector function, that is u : R® — RY and
the A, would be N x N matrices. Are you still following? Then one might
recognize that not only solutions turn into vector-valued solutions but also that
characteristic curves turn into characteristic manifolds.
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For the moment let us start with the single equation in (4.1), which is written

out:
am'l 6 [e4 _ i am,l
E A, (mu,ax ""’amlu)(%) u—F(m,u,axlu,...,8m1u>

| =

The first step is to take new coordinates that fit with the manifold. This we
have done before: see Definitions 2.1.8 and 2.2.1 where now C' or C™ is re-
placed by real analytic. In fact we are only considering local solutions so one
box/coordinate system is sufficient. Next we introduce new coordinates for
which the manifold is flat. The assumption that the manifold M does not con-
tain singular directions is preserved in this new coordinate system. Let us write
{y1,Y2,---,Yn—1,t} for the coordinates where the flattened manifold is {¢t = 0} .
We are let to the following problem:

X i i B R
Ag,...om (Z)" Z Z A 0 (&) (a;;) o+ F (4.2)
k=0 eNn—1

m—1

where the coefficients A, and F' depend on y,t,u, 6y1 Uy ooy %ﬂ. The as-
sumption that M does not contain singular directions is transferred to the
condition f‘i(o,.u,o,m) # 0 and hence we are allowed to divide by this factor to
find just (Z)™ @ on the left hand side of (4.2). The prescribed Cauchy-data on
M change into

P . m—2 k+|B|=m—2 PN
STl = P 1 =Pt 2 X a@k (&) ek
k=0 pBeNm-1
taking the appropriate identification of x € M and (y,t) € R*~! x {0} .
As a next step one transfers the higher order initial value problem (4.2)-(4.3)
into a first order system by setting

B
Up k) = (%)k (aﬁy) i for |B|+k<m—1and B € Ny

We find for £ < m — 1 that

9 ~ 9\ kt+1 .

EU(OV")OJ‘:) - (m)
and if || +k < m — 1 with |3]| # 0, let us say ig is the first nonzero index with
B8; > 1, that

Fisw) = (52) A With B= (011,08, = 1, Bprs- s By)

So combining these equations we have

%Q(O,k) = U(0,k+1) for 0 <k <m—2,
UG (%) Uy for 0<k+[Bl <m—1with |5]#0,
m—1|8|=m—k _

9 8 ~
500,.om-1) = > > Apwm gy TF
k=0 BeNn-1 B

(4.4)
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where A(@k) and F' are analytic functions of y,t, Ug k) with [B] +k <m — 1.
The boundary conditions go to

{ﬂ(O,k):?ﬁk for0<k<m-—1,
U

. _ 45
(,B,k):(a%) ¢ for 0<k+[8] <m—1with 3| #0 “5)

With some extra equations for the coordinates in order to make the system
autonomous as we did for the o.d.e. the equation (4.4)-(4.5) can be recasted by
vector notation:

19

{ Iy = Aj(v)%v +¥F(v) inR"! xR,
)

ot 5]
v(0,y) =(y on R™"~1.

As afinal step we consider u(t, y) = v(t,y)—(0) in order to reduce to vanishing
initial data at the origin:

du=A;(u)-2u+F(u) inR" xRt
u(0,9) = ¢(y on R"™1, (4.6)

The formulation of the Cauchy-Kowalevski Theorem is usually stated for this
system which is more general than the one we started with.

Theorem 4.1.3 (Cauchy-Kowalevski) Assume that u — Aj(u), u+— F(u)
and y — @(y) are real analytic functions in a neighborhood of the origin. Then
there exists a unique analytic solution of (4.6) in a neighborhood of the origin.

For a detailed proof one might consider the book by Fritz John.
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4.2 A solution for the 1d heat equation
4.2.1 The heat kernel on R

Let us try to derive a solution for
Up — Ugy = 0 (4.7)

and preferably one that satisfies some initial condition(s). The idea is to look for
similarity solutions, that is, try to find some solution that fits with the scaling
found in the equation. Or in other words exploit this scaling to reduce the
dimension. For the heat equation one notices that if u(t,z) solves (4.7) also
U (CQt, cx) is a solution for any ¢ € R. So let us try the (maybe silly) approach
to take ¢ such that ¢t = 1. Then it could be possible to get a solution of the
form w(1,t='/2z) which is just a function of one variable. Let’s try and set
u(1,t='/2z) = f(t~1/2z). Putting this in (4.7) we obtain

0 0? r . L,
(5 ) 10D = =g @V = 3

If we set & = x/+/t we find the o.d.e.
36 (&) + f(€) =0.
This o.d.e. is separable and through

e
G

and integrating both sides we obtain first

In|f' (&)= -4+ C and f'(§) = 0167%52

and next
z/ Vit 1.0

f@/Vt) = ¢ +cl/ e 1% de.

— 00
The constant solution is not very interesting so we forget cy and for reasons

1.2
to come we take ¢ such that c¢; ffooo e ¢ d¢ = 1. A computation gives ¢; =

%ﬂ'_l/2. Here is a graph of that function.

One finds that
1

u(t,x) = %/ e*Zizdg

is a solution of the equation. Moreover for (¢,2) # (0,0) (and ¢ > 0) this function
is infinitely differentiable. As a result also all derivatives of this @ satisfy the
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heat equation. One of them is special The function z — @(0,z) equals 0 for
z < 0and 1 for z > 0. The derivative 6:0 (0, x) equals Dirac’s d-function in the
sense of distributions. Let us give a name to the z-derivative of @

M

x

p(t,z) = 2\}56_4_%

This function p is known as the heat kernel on R.

Exercise 57 Let ¢ € C5°(R). Show that z(t,xz) = [*_p(t,x —y)p(y)dy is a
solution of

(2 - &) 2(t0) =0 for (t,2) € RF xR,
2(0,2) = p(z) for x € R.

Exercise 58 Let ¢ € C5°(R?) and set p3(t,x) = p(t, z1)p(t, x2)p(t, x3). Show
that z(t,x) = [ps p3 (t,x —y) p(y)dy is a solution of

{ (gt A) 2(t,x) =0 for (t,z) € RT xR,
2(0,z) = p(x) forz € R.

Exercise 59 Show that the function w (z,t) = #efﬁ is a solution to the heat
equation and satisfies

ltilrgw(:v,t) =0 for any x € R.

Is this a candidate for showing that

{ (% g’) At,x) =0 for (t,z) € Rt xR,
2(0,z) = p(x) for x e R.

has a non-unique solution in C* (R§ xR)?
Is the convergence of limy o w(z,t) = 0 uniform with respect to x € R?

4.2.2 On bounded intervals by an orthonormal set

For the heat equation in one dimension on a bounded interval, say (0,1), we
may find a solution for initial values ¢ € L? by the following construction. First
let us recall the boundary value problem:

the p.d.e.: U — Uge =0 in (0,1) x RT,
the initial value: U= on (0,1) x {0}, (4.8)
the boundary condition: u =0 on {0,1} x R™.

We try to solve this boundary value problem by separation of variables.
That is, we try to find functions of the form wu(t,z) = T(¢t)X (z) that solve the
boundary value problem in (4.8) for some initial value.

Putting these special u’s into (4.8) we find the following

T'®)X(z) —T#)X () =0 for 0 <z <1andt>0,
T(0)X (z) = ¢(x) for 0 <z <1,
TH)X(0) =TH)X(1) = for ¢ > 0.
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The only nontrivial solutions for X are found by

TW_ X'

T(t) C X(x)

and X (0) = X(1) = 0,

where also the constant ¢ is unknown. Some lengthy computations show that
these nontrivial solutions are

X}, (z) = asin (knz) and ¢ = k272

(Without further knowledge one tries ¢ < 0, finds functions aeV® 4-be~ V" that
do not satisfy the boundary conditions except when they are trivial. Similarly
¢ = 0 doesn’t bring anything. For some ¢ > 0 some combination of cos(y/cx)
and sin(y/cx) does satisfy the boundary condition.)

Having these X} we can now solve the corresponding 7" and find

Ti(t) = e K7t
So the special solutions we have found are

—k%r3t

u(t,r)=ae sin (k) .

Since the problem is linear one may combine such special functions and find
that one can solve

ug(t, ) — Ugy (t,2) =0 for 0 <z <1andt>0,
u(0,z) = > 1", oy sin (k) for0 <z <1, (4.9)
u(t,0) =u(t,1) =0 for t > 0.

Now one should remember that the set of functions {e;};-, with e (z) =
V/2sin (k7z) is a complete orthonormal system in L2(0, 1), so that we can write
any function in L?(0,1) as >~ akex(-). Let us recall:

Definition 4.2.1 Suppose H is a Hilbert space with inner product (-,-). The
set of functions {ey}r—q in H is called a complete orthonormal system for H if
the following holds:

1. {ex,ee) = 01 (orthonormality);

2. lim 1> 0y ey f) en(-) = f()|l =0 for all f € H (completeness).

Remark 4.2.2 As a consequence one finds Parseval’s identity: for all f € H

2

m
2 .
1A = lim D lew f) e()|| =
k=1 H
m m
= lim < eka , 6], >:
m—oo
k=1 j=1
m

m
= limg E (ex, f) (€5, ) onj =
m—»ook

1j5=1

ey )7 = lens e -

Ms

= lim

m—0o0

ol
Il

1
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Remark 4.2.3 Some standard complete orthonormal systems on L*(0, 1), which
are useful for the differential equations that we will meet, are:

o {V2sin(km);k € N*t};

o {1,v2sin(2km),V2cos (2kr);k € Nt}

o {1,v2cos (kn);k € N}.

Another famous set of orthonormal functions are the Legendre polynomials:
o { k+ 3P();k € N} with Py(x) = Q%k!% (2% - 1)k is a complete or-
thonormal set in L* (—1,1).

Remark 4.2.4 The use of orthogonal polynomials for solving linear p.d.e. is
classical. For further reading we refer to the books of Courant-Hilbert, Strauss,
Weinberger or Sobolev.

Exercise 60 Write down the boundary conditions that the third set of functions
in Remark 4.2.3 satisfy.

Exercise 61 The same question for the second set of functions.

Exercise 62 Find a complete orthonormal set of functions for

—u" = fin (-1,1),
u(=1) =0,

u(1l) = 0.
Exercise 63 Find the appropriate set of orthonormal functions for

=[fin (0,1),
u(0) =0,
uz(1) = 0.

Exercise 64 Suppose that {ex;k € N} is an orthonormal system in L*(0,1).
Let f € L?(0,1). Show that for ag, ...,ar € R the following holds:

K !
Hf—z<f76i>€z F=Y aie
i=0 i=0

1. Show that the set of Legendre polynomials is an orthonormal collection.

L2(0,1) L2(0,1)

2. Show that every polynomial p : R — R can be written by a finite combina-
tion of Legendre polynomaials.

3. Prove that the Legendre polynomials form a complete orthonormal set in
L?(—1,1).

Coming back to the problem in (4.8) we have found for ¢ € L?(0,1) the
following solution:

i <\/_sm (k) > e ™ ¥\ /2sin (krx) . (4.10)

k=1
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Exercise 65 Let p € L*(0,1) and let u be the function in (4.10).
1. Show that x — u(t,z) is in L*(0,1) for all t > 0.
2. Show that all functions © — aa—;gTJJu(t, x) fort >0 are in L*(0,1).

3. Show that there is ¢ > 0 (independent of o) with |[u(t,")| w2201y <
t ||‘P||L2(o,1) .
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4.3 A solution for the Laplace equation on a
square

The boundary value problem that we will consider has zero Dirichlet boundary

conditions:
{ —Au=f in (0,1)%,

u=0 ond ((0, 1)2> ) (4.11)

where f € L?(0,1)2. We will try the use a separation of variables approach and
first try to find sufficiently many functions of the form u(z,y) = X (2)Y (y) that
solve the corresponding eigenvalue problem:

{ —~Ap=Xp in (0,1)%,

6=0 ond ((0, 1)2) (4.12)

At least there should be enough functions to approximate f in L?-sense. Putting
such functions in (4.12) we obtain

—X"(2)Y(y) - X(@)Y"(y) = A\ X(2)Y(y) for 0 <z,y <1,
X(z)Y(0) =0= X(z)Y (1) for0 <z <1,
X(0)Y(y)=0=X(1)Y(y) for 0 <y<1.

Skipping the trivial solution we find

—);((5) };(y =) for0<zy<l,
X(0) =0=X(1)
Y(0)=0=Y(1)

Our quest for solutions X, Y, A leads us after some computations to

Xp(x) = sin(krx),
Yi(y) = sin(dny),
Ao = mk 4w

Since {v/2sin(km-); k € N*} is a complete orthonormal system in L?(0,1) (and
{V2sin(fr-); £ € N*} on L? ((1)), sorry L?(0,1)) the combinations supply such a
system in L?((0,1)?).

Lemma 4.3.1 If {ex;k € N} is a complete orthonormal system in L? (0,a) and
if { fr; k € N} is a complete orthonormal system in L? (0,b) , then {éx ¢; k, ¢ € N}
with éxo(z,y) = ex(x)fi(y) is a complete orthonormal system on L?*((0,a) x

(0,0)).

Since we now have a complete orthonormal system for (4.11) we can approx-
imate f € L?(0,1)2. Setting

ek1(z,y) = 2sin(krz) sin(ry)

we have

M
A/}Enoo f_z Z (eig: f)eij =0.

m=2i+j=m £2(0,1)2
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- M
Since for the right hand side f in (4.11) replaced by f:= >~ > (e, f)ei;
m=2 it j=m
the solution is directly computable, namely

S (eigr /)
m=2it+j=m *
there is some hope that the solution for f € L?(0,1)? is given by

M—o0 |~
m=2i+j=m

S (eigy )
T 1,79 o
u= lim Z Z Tew, (4.13)
at least in L?-sense. Indeed, one can show that for every f € L?(0,1)? a solution
u is given by (4.13). This solution will be unique in W22(0,1)% N W,(0,1)2.
Exercise 66 Suppose that f € L*(0,1)%.
1. Show that the following series converge in L?-sense:
M
‘1 s \Ci,j)
> ¥ el
m=2i+j=m v
with o € N2 and |a| <2 (6 different series).
2. Show that u(t,x), Uy, Uy, Upg, Usy and Uy, are in L2(0,1)2.
Exercise 67 Find a complete orthonormal system that fits for
—Au(z,y) = f(z,y)  for 0 <mzy<1,
u(0,y) =u(l,y) =0 for0<y<1, (4.14)
uy(z,0) =uy(z,1) =0  for0<a<1.

Exercise 68 Have a try for the disk in R? using polar coordinates

—Au(z) = f(z) for |z <1,
{ u(z) =0 for |z| = 1. (4.15)

. A 0° 10 1 .0°
In polar coordinates: A = 7=+ - 5-+ e
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4.4 Solutions for the 1d wave equation

4.4.1 On unbounded intervals

For the 1-dimensional wave equation we have seen a solution by the formula of
d’Alembert. Indeed

gt (2, 1) — Pugy(z,t) =0 for x € R and t € RT,
u(z,0) = py(z) for x € R,
ug(xz,0) = ¢ () for z € R,

has a solution of the form

x+ct
u(z,t) = Spo(z — ct) + 2o (z +ct) + 1 / p1(s)ds.
r—ct
We may use this solution to find a solution for the wave equation on the half

line:
uge(2,t) — Cuge(w,t) =0 for z € R and ¢t € R,

u(z,0) = po(z) for z € RT,
(x 0) = <p1( ) for z € RT, (4.16)
u(0,t) = for t € RY.

A way to do this is by a ‘reflection’. We extend the initial values ¢, and ¢;
on R~ use d’Alembert’s formula on R x Ry and hope that if we restrict the
function we have found to Rj xR a solution of (4.16) comes out.

First the extension. For 1 = 1,2 we set

pi(z) ifx>0,
@;(z) = 0 if x =0,
—pi(—z) ifx<O.

Then we make the distinction for
I = {(z,t);0 <t <czx},
L= {(,0)t>clf},

(the case 0 <t < ¢|z| with < 0 we will not need).
Case I. The solution for the modified @; on R is

x+ct
Qo) = do-c)+dperetd [ o=
xr—ct
xr+ct
= %(po($fct)+ go(:r+ct)+ / p1(s)ds.
xr—ct

Case II. The solution for the modified ¢; on R is, now using that z —ct < 0

x+ct
(@) = dola — )+ doolot ) + 3 [ pulods =
x—ct
0 x+ct
— delt-D et [ it [ eds-
r—ct 0
ct+x
i L GRE R R Y RO
ct—x
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Exercise 69 Suppose that p, € C*(R}) and p; € CYRY) with p,(0) =
¢1(0) =0.

1. Show that
z+ct
(1) =sign(z — ct)yon(o —ct) + dola o) 14 [ (s
|x—ct|
is C2(RY x RY) and a solution to (4.16).
2. What happens when we remove the condition ¢,(0) =0 ¢
3. And what if we also remove the condition vy(0) =0 ¢

Exercise 70 Solve the problem

Ugt — CUgy =0 in RT x RT,
uw(z,0) = py(z)  for x € RT,
ur(z,0) = ¢1(z)  for x € RT,
uz(0,2) =0 fort e RT,

using d’Alembert and a reflection.

Exercise 71 Try to find out what happens when we
use a similar approach for

(@, t) — Cugy(z,t) =0 for (z,t) € (0,1) x R,
U(ZII,O) = @O(x) fOT T € (07 1)a
ut(ac,O) = ng(:L') fOT S (07 1)5
u(0,t) = u(l,t) =0 fort e RT.

The picture on the right might help.

4.4.2 On a bounded interval

Exercise 72 We return to the boundary value problem in Exercise 71.

1. Use an appropriate complete orthonormal set {ey (-);k € N} to find a so-

lution:
oo

u(t,z) = Z ax (t) ex ()

k=0

2. Suppose that ¢y, o, € L?(0,1). Is it true that x — u(t,z) € L*(0,1) for
allt>07?

3. Suppose that g, ¢ € C[0,1]. Is it true that x — u(t,z) € C[0,1] for all
t>07?

4. Suppose that v, 1 € Co[0,1]. Is it true that x — u(t,x) € Cy[0,1] for
allt>07?
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5. Give a condition on @, ¢, such that sup {||u(, Ol p20,1)5t 2 O} is bounded.

6. Give a condition on ¢y, p; such that sup {Ju(x,t)];0 <z <1,t >0} is
bounded.

7. Give a condition on @y, such that |u(-, )|l 12((0,1)xr+) @ bounded.
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4.5 A fundamental solution for the Laplace op-
erator

A function u defined on a domain 2 C R™ are called harmonic whenever
Au=01in Q.

We will start today by looking for radially symmetric harmonic functions. Since
the Laplace-operator A in R™ can be written for radial coordinates with r = ||
by

0 0 1

A = 1-n Y n—-1" il

"o o * r2

where Ay g is the so-called Laplace-Beltrami operator on the surface of the unit
ball S"~! in R™. So radial solutions of Au = 0 satisfy

Arp

0 0
1-n n—1 —
Ul 6TU(T) 0.

Hence Zr"~1-Zy(r) = 0, which implies r" ! -Zu(r) = ¢, which implies Zu(r) =

cr'~", which implies

forn=2: wu(r)=clogr+ca,
forn>3: wu(r)=cr* " +co.

Removing the not so interesting constant ¢y and choosing a special ¢; (the reason
will become apparent later) we define

forn=2: F(z)= 3 logl|z|,

forn>3: Fu(z)= m |$|2*n _ (4.17)

where w,, is the surface area of the unit ball in R™.

Lemma 4.5.1 The functions F,, and VF,, are in L}  (R").

loc

Next let us recall a consequence of Green’s formula:

Lemma 4.5.2 For u,v € C? (Q) and Q C R" a bounded domain with C*-
boundary

/uAvdy:/Auvdy+/ (u 211<iu>v) do,
Q O a0 ov ov

where v is the outwards pointing normal direction.

So if u,v € C? (Q) with u is harmonic, we find

[osar=[ (i2o (Z)) e sy

Now we use this for v (y) = F, (z —y) with € R" and the F), in (4.17). If
x ¢ § then (4.18) holds. If x € Q then since the F), are not harmonic in 0 we
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have to drill a hole around z for y — F,, (z — y) . Since the F,, have an integrable
singularity we find

/ F (x —y) Av(y) dy = lim Fo(z —y) Av(y) dy.
Q el0 Jo\B. (z)

So instead of Q we will use Q\B.(z) = {y € Q; |x — y| > ¢} and find

lim F,(z—y) Av(y) dy =
<10 Jo\B. ()

/B(Q\Bg(a:)) (Fn (@=y) %v - (%Fn (z— y)) v) do =
/an <Fn(x_y) %v_ (%Fn(w—y)> v) do +

[ (e Lo (L)) o 0

el0 JoB, ()

Notice that the minus sign appeared since outside of Q\ B.(z) is inside of B.(z).
Now let us separately consider the last two terms in (4.19).

We find that
lim F,(x—vy) 3U do =
210 9B, (x) n Y o =

if n =2 limejo [ _, (Floge) Zv(z +ew) e dw =0,

v

ifn>3: lim.g [ mSQ’" Loz +ew) e" ! dw =0,
and since 2 F, (v —y) = —wy; '™ on 9B.(z) for all n > 2 it follows that
lim (EFH (x — y)) v do =
10 Jop_(z) \OV
= 16%1 " —wteT w(r tew) " dw = —v ().

Combining these results we have found, assuming that x € :

o(®) = /Q Fy (e —y) (—Au(y) dy+

0 0
—I—/OQFn(x—y) Evda—/(3Q (aFn(:ﬁ—y))vdo.

If x ¢ Q then we may directly use (4.18) to find

0 = /Q Fy(z—y) (~Au(y)) dy+

0 0
—4—/89Fn(ac—y) avdo—/(m (aFn(x—y))vdU.

Example 4.5.3 Suppose that we want to find a solution for

—Av=/f onRt xR* 1
v=¢ on {0} x R*71,
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say for f € C (R x R"™1) and ¢ € C°(R™1). Introducing
¥ = (—21,%2,...,%n)

we find that for x € Rt x R*~L;

. 9 9 "
+/89 F,(z* —y) v do — /69 <$Fn (z y)) v do. (4.21)

On the boundary, that is x1 = 0, it holds that F,, (x —y) = F, (z* — y) and

P ) N IR
EFn@_y)__@—len(x_y)_@—xan(x —y) = 8yFn(9C Y)-

So by subtracting (4.20)-(4.21) and setting
G(zy) = Fu(x—y) - Fu (2" —y)

we find

we) = [ Gl (M) dy+

0
—/ (8—(?(%3/)) v(0,92, .., Yn) dy2 ... dyy.
{0} xRn—1 1%

Since both —Av and vjoyxrn—1 are given we might have some hope to have
found a solution, namely by

we) = [ G f) dy+

0
_/ <8—G(x,y)> Y2y Yn) dya . .. dyn.
{0} xRn—1 v

Indeed this will be a solution but this conclusion does need some proof.

Definition 4.5.4 Let Q C R" be a domain. A function G : Q x Q — R such
that

o) = [ 6@ ) ay- [ (566@n) el do
s a solution of

—Av=f in €,
{ V= on 09, (4.22)

18 called a Green function for €.

Exercise 73 Show that the v in the previous example is indeed a solution.
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Exercise 74 Let f € C°(RT x RT x R" 1) and ¢,, ¢, € CRT x R*~2).
Find a solution for

—Av(z) = f(x) forz € RT x Rt x R"=2
v(0,22, 23, ..., Tn) = 0, (T2, X3, ..., Tn) forzo € RT 2, € R and k > 3,
(21,0, 23, ., Tn) = ©p(T1,T3,...,Ty) forzy € RT 2, €R and k > 3.

Exercise 75 Letn € {2,3,...} and define

e F,(1,0,...,0) fory=0.

1. Show that F,(z,y) = Fu(y,2) for all z,y € R with y # |z| > .

2. Show that y — F,(z,y) is harmonic on R™\ {|x\_2 x} .

3. Set G(z,y) = F,(Jx —y|) — Fu(z,y) and B = {x € R™;|z| < 1}. Show
that
w0 = [ Gt dv- [ (566) o) do

s a solution of
—Av=f inB,
{ v=¢ ondB. (4.23)

You may assume that f € C°(B) and ¢ € C*(0B).

Exercise 76 Consider (4.23) for ¢ =0 and let G be the Green function of the

previous exercise.

1. Let p > 4n. Show that G : LP(B) — L>(B) defined by

<wmw:/GuMﬂw@ (4.24)

B

is a bounded operator.

2. Let p > n. Show that G : LP(B) — W1>°(B) defined as in ({.24) is a
bounded operator.

3. Try to improve one of the above estimates.

4. Compare these results with the results of section 2.5

Exercise 77 Suppose that f is real analytic and consider

—Av=f n B,
v=0 ondB, (4.25)
%v =0 on0B.

1. What may we conclude from Cauchy-Kowalevski?

2. Suppose that f = 1. Compute the ‘Cauchy-Kowalevski’-solution.
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Week 5

Some classics for a unique
solution

5.1 Energy methods

Suppose that we are considering the heat equation or wave equation with the
space variable z in a bounded domain 2, that is

p.d.e.: ur = Au in Q x RT,
initial c.: u(z,0) = ¢g(x) for z € Q, (5.1)
boundary c.: u(x,t) = g(z,t) for x € 90 x R,

or
p.d.e.: uy = Ay in O x RT,
u(z,0) = ¢y(x)
for x € Q, 5.2
w(z,0) = 6,(2) 52
boundary c.: u(z,t) = g(z,t)  for x € 90 x RT.

initial c.:

Then it is not clear by Cauchy-Kowalevski that these problems are well-posed.
Only locally near (z,0) € ©Q x R there is a unique solution for the second
problem at least when the ¢, are real analytic. When (2 is a special domain we
may construct solutions of both problems above by an appropriate orthonormal
system. Even for more general domains there are ways of establishing a solution.

The question we want to address in this paragraph is whether or not such a
solution in unique. For the two problems above one may proceed by considering
an energy functional.

e For (5.1) this is
B)(t) = 4 [ fula ) do.

This quantity is called the thermal energy of the body 2 at time ¢.

Now let u; and uy be two solutions of (5.1) and set uw = u; — ug. This u
is a solution of (5.1) with ¢; = 0 and g = 0. Since wu satisfies 0 initial and
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boundary conditions we obtain

2y = %(%/ |u(:r,t)|2dx) :/ut(x,t) w(z, t)de =
= /Auwt (z,t)dx /|Vuact)\ dz < 0.

So t — E(u)(t) decreases, is nonnegative and starts with F(u)(0) = 0.
Hence E(u)(t) = 0 for all ¢ > 0, which implies that u(z,t) = 0.

Lemma 5.1.1 Suppose () is a bounded domain in R"™ with a 0§ € C! and let
T > 0. Then C*(Q2 x [0,T)) solutions of (5.1) are unique.

e For (5.2) the appropriate functional is

E@(0) =} [ (& 19ute ) + (.0 da,
Q
This quantity is called the energy of the body € at time ¢;

fQ [Vu(z,t) | dx is the potential energy due to the deviation from
the equilibrium,

3 [ lue(z, t)|? da is the kinetic energy.

Again we suppose that there are two solutions and set u = u; — ug such
that u satisfies 0 initial and boundary conditions. Now (note that we use
u is twice differentiable)

%E(u)(t) - /Q (EVau(, t) - Vur(, £) + we(w, sz, 1)) do =

/Q (= Au(z,t) + up(z, 1)) w(z, t)de = 0.

As before we may conclude that E(u)(t) = 0 for all ¢ > 0. This implies
that |Vu(z,t)] = 0 for all x € Q and ¢t > 0. Since u (z,t) = 0 for € 90N
we find that u (x,t) = 0. Indeed, let z* € 92 the point closest to x, and
we find

1
w(z,t) = ua”, ) +/ Vu(0z + (1 — 0)2",1) - ( — ) db = 0.
0
Lemma 5.1.2 Suppose (2 is a bounded domain in R™ with a 0 € C' and let
T > 0. Then C?(Q x [0,T]) solutions of (5.2) are unique.

e In a closely related way one can even prove uniqueness for

—Au=f inQ,
{ uU=g on 0f. (5.3)

Suppose that there are two solutions and call the difference u. This u
satisfies (5.3) with f and g both equal to 0. So

/|Vu|2dx:—/Auudx:O
Q 0

and Vu = 0 implying, since u|gq = 0, that v = 0.
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Lemma 5.1.3 Suppose Q is a bounded domain in R™ with a OS2 € C'. Then
C?(Q) solutions of (5.3) are unique.

Exercise 78 Why is the condition ‘0 is bounded’ appearing in the three lemma’s
above?

Exercise 79 Can we prove a similar uniqueness result for the following b.v.p.?

up = Au in Q x RT,
u(z,0) = ¢g(x) forx e Q, (5.4)
Lu(z,t) =g(z) forz €I xRY.

Exercise 80 And for this one?

U = 2Au in Q x RT,
u(z,0) = ¢y(z)
s (2,0) = le(:ﬂ) forxz € Q, (5.5)

Lu(z,t) =g(z) forz € QxR
Exercise 81 Let Q = {(x1,22); -1 < x1, 22 < 1} and let

Fy={(-1,8);-1< s <1},
I ={(1,s);-1<s<1}.

Let f € C* (Q) . Which of the following problems has at most one solution
in C? (Q) ? And which one has at least one solution in W*2(Q)?

A —Au=f inQ, . —Au=f inQ,
"l u=0  on 0. ' %u =0 on 09.
—Au=f in Q, —Au=f inQ,
C:¢ u=0 on Ty, D %uzo on 082,
Zu=0 ondQ\I,. u(1,1) = 0.
—Au = f in Q\{0}, —Au=f in £,
E:¢ u=0 on 09, F:{ u=0 in Dy,
u(0,0) = 0. Zu=0 ondO\L,.

Exercise 82 For which of the problems in the previous exercise can you find
[ € C>=(Q) such that no solution in C? (Q) exists?

1. Can you find a condition on A such that for the solution u of

up = Au + \u in Q x RT,
u(z,0) = ¢g(x) forxz e Q, (5.6)
u(z,t) =0 for z € 0Q x RT.

the norm ||u(-,?)|| 2oy remains bounded for t — oc.

2. Can you find a condition on f such that

up = Au+ f(u) in Q x RT,
u(z,0) = ¢g(x) forxz € Q, (5.7)
u(z,t) =0 for x € 0Q x RT.

[u(s )l p2(q) remains bounded for t — oco.
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Exercise 83 Here is a model for a string with some damping:

Ut + QU = CClgg in (0,0) x RT,
u(z,0) = ¢(z) for0 <z </,
ug(2,0) =0 forO<z </,
u(z,t) =0 forxz € {0,¢} andt>0.

Find a bound like ||u2 (-,t)||,, < Me™.

Exercise 84 A more realistic model is

Uge + @ Jug] up = gy in (0,€) x RT,
u(z,0) = ¢(x) for0<z </,
us(x,0) =0 for0<z </,
u(z,t) =0 forz €{0,¢} andt > 0.

Can you show that u (-,t) — 0 for t — oo in some norm?
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5.2 Maximum principles

In this section we will consider second order linear partial differential equations
in R™. The corresponding differential operators are as follows:

L= a;(z) a%% +) b (@) a% + ¢(z) (5.10)

i,j=1

with a;j, b;, ¢ € C(€2). Without loss of generality we may assume that a;; = a;;.
In order to restrict ourselves to parabolic and elliptic cases with the right
sign for stating the results below we will assume a sign for the operator.

Definition 5.2.1 We will call L parabolic-elliptic in x if

n

3" aij (2) €€ > 0 for all € € R™. (5.11)
i,j=1
We will call L elliptic in x if there is A > 0 such that

n

> i (2) &€, > NE® for all € € R™. (5.12)

4,j=1

Definition 5.2.2 For @ C R"™ and L as in (5.10)-(5.11) we will define the
parabolic boundary dr as follows:
x € 0 if x € 02 and either

1. 0% is not C* locally near x, or
2. szzl a;; (x) vivj > 0 for the outside normal v at x, or

3. > o aij (@) vivy =0 and 37, bi(x)v; > 0 for the outside normal v at
.

Lemma 5.2.3 Let L be parabolic-elliptic on Q with Q C R™ and I' C 0Q\0LQ
with T € C*. Suppose that uw € C*(QUT), that Lu > 0 in QUT and that ¢ <0
on QUT. Then u cannot attain a nonnegative mazximum in QUT.

Example 5.2.4 For the heat-equation with source term uy — Au = f on Q =
Q x (0,T) € R the non-parabolic boundary is Q x {T'}. Indeed, rewriting to
Au — uy we find part 2 of Definition 5.2.2 satisfied on 9 x (0,T) and part 3
of Definition 5.2.2 satisfied on Q0 x {0}. In (z,t)-coordinates b = (0,...,0,—1)
one finds that a;; = 05 for alli,j # (n+1,n+1) and ans1.n+1 = 0. So

n+1 n
Z a;j (x)vvj = Z 6;;0°+01*=0andb-v=—1onQx {T}.
ij=1 ij=1

So, if uy — Au > 0 then u cannot attain a nonpositive minimum in € x (0,T]
for every T > 0. In other words, if u satisfies

u — Au >0 in QxR
u(z,0) = ¢g(z) =0 forz € Q,
u(z,t) = g(z,t) >0 forxz e xR.

thenuZOianRg.

89



Proof. Suppose that u does attain a nonnegative maximum in Q U T, say in
xg. If Zy € Q then Vu(zg) = 0. If 2y € T then by assumption b-v < 0 and
Vu(zg) = yv for some nonnegative constant . So in both case

b(xo) - Vu(wo) + c(xo)u(zo) < 0.
We find that

= o 0
Z a;j (o) =— B 8 -u(z9) > Lu(zo) > 0.
i,j=1 v

As before we may diagonalize (a;; (z0)) = T*DT and find in the new coordinates
y = Tz with U(y) = u(x) that

Zdin T.CC()) >0

with d;; > 0 by our assumption in (5.11).
If 29 € Q then in a maximum 8‘9—;2U (Txp) <0 for all i € {1,n} and we find

2 &
Zdua 2 TmO) S O; (513)

a contradiction.

If zyp € T then v is an eigenvector of (a;; (zo)) with eigenvalue zero and
hence we may use this as our first new basis element and one for which we have
dy; = 0. In a maximum we still have 88—;_2U(Tx0) <0 for all i € {2,n}. Our

proof is saved since the first component is killed through dy; = 0 and we still
find the contradiction by (5.13). m
In the remainder we will restrict ourselves to the strictly elliptic case.

Definition 5.2.5 The operator L as in (5.10) is called strictly elliptic on § if
there is X > 0 such that

D i ()66, > N¢? for all x € Q and € € R™. (5.14)

ij=1

Exercise 85 Suppose that Q C R™ is bounded. Show that if L as in (5.10) is
elliptic for all x € Q then L is strictly elliptic on Q as in (5.14). Also give an
example of an elliptic L that is not strictly elliptic.

For u € C'(Q) we define ut € C(Q) by
vt (2) = max [0, u(r)] and v~ (x) = max [0, —u(z)].

Theorem 5.2.6 (Weak Maximum Principle) Let 2 C R" be a bounded do-
main and suppose that L is strictly elliptic on Q with ¢ < 0. Ifu € C% (Q)NC(Q)
and Lu > 0 in Q, then the mazimum of u™ is attained at the boundary.

Proof. The proof of this theorem relies on a smartly chosen auxiliary function.
Supposing that Q@ C Br(0) we consider w defined by

w(z) = u(z) + ee*™
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with € > 0. One finds that
Lw(z) = Lu(z) + € (&®ay1(z) + aby (z) + c(z)) e**'.

Since a11(z) > A be the strict ellipticity assumption and since by, c € C(£2) with
Q bounded, we may choose « such that

a?ayy(x) + abi(z) + c(x)e™™ > 0.
The result follows for w from the previous Lemma and hence

supu < supw < sup wt < sup wt < sup ut + ek,
Q Q Q a0 o0

Letting ¢ | 0 the claim follows. m

Exercise 86 State and prove a weak mazimum principle for L = —% + A on
Qx(0,7T).

Theorem 5.2.7 (Strong Maximum Principle) Let Q C R" be a domain
and suppose that L is strictly elliptic on Q with ¢ < 0. Ifu € C? (Q)NC(Q) and
Lu >0 in Q, then either

1. u=sup {u(:c),:c € Q} , or
2. u does not attain a nonnegative mazximum in ).

For the formulation of a boundary version of the strong maximum principle
we need a condition on €.

Definition 5.2.8 A domain Q C R™ satisfies the interior sphere condition at
g € 0N) if there is a open ball B such that B C Q) and x¢ € 0B.

Theorem 5.2.9 (Hopf’s boundary point lemma) Let & C R™ be a do-
main that satisfies the interior sphere condition at xo € 0. Let L be strictly
elliptic on Q with ¢ < 0. If u € C? (Q) N C(R) satisfies Lu > 0 in Q and is such
that max {u(z);z € Q} = u(wo) > 0, then either

1. u=u(zo) on Q, or

— t
9. Tim inf 2 — U0 + )
t10 t
ing into an interior sphere.

> 0 (possibly +00) for every direction u point-

Remark 5.2.10 Ifu € CY(QU {z0}) then

u(zo) — (o + tw)
t

—u(xg) = — lir?lg)nf <0,

o
which means for the outward normal v

0
%u(%) >0
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Exercise 87 Suppose that Q2 = B,(z,) U By(p) with v =2 |z, — xp|. Let L be
strictly elliptic on Q with ¢ <0 and assume that u € C?(Q) N C(Q) satisfies

Lu>0 imn €,
u=20 on 0f).

Show that if u € C*(Q) then u = 0 in Q. Hint: consider some xg € OB, (1,) N
aB,«(.’Eb).

Exercise 88 Let Q) be a bounded domain in R™ and let L be strictly elliptic
on Q (and we put no sign restriction on c). Suppose that there is a function
v e C?(Q)NC(Q) such that —Lv >0 in Q and v > 0 on Q.

Show that any function w € C%(Q) N C(Q) such that

—Lw >0 in €,
w >0 on 0N,

1§ nonnegative.

Exercise 89 Let 2 be a bounded domain in R™ and let L be strictly elliptic on
Q with ¢ < 0. Let f and ¢ be given functions. Show that

—Lu=f in Q,
u=q¢ on 0%,

has at most one solution in C2(2) N C(Q).
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5.3 Proof of the strong maximum principle

Set m = supg u and set ¥ = {x € Q;u(x) = m}. We have to prove that when
m > 0 then either ¥ is empty or that ¥ = Q. We argue by contradiction and
assume that both ¥ and Q\¥ are nonempty, say Q\X 3 z; and ¥ > .

I. Constructing an appropriate subdomain. First we will construct a
ball in  that touches ¥ exactly once. Since w is continuous 2\ is open. Move
along the arc from z; to zo and there will be a first x3 on this arc that lies in
Y. Set s the minimum of |x; — x3| and the distance of z3 to 9. Take x4 on the
arc between x; and x3 such that |z3 — 24| < %s.

Next we take B, (z4) to be the largest ball around x4 that is contained
in Q\X. Since |z3 — z4] < 45 we find that r; < 1s and that there is at least
one point of ¥ on 9B,, (z4). Let us call such a point z5. The final step of the
construction is to set £* = x4 + %x5 and r = %rl. The ball B, (z*) is contained
in Q\X and 0B, (z*) N ¥ = {z5}. We will also use the ball By, (x5). See the
pictures below.

” N
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II. The auxiliary function. Next we set for a > 0 the auxiliary function
elp—g|? a2
e 2 e 2
h(x) = —a,2
1—e72
One should notice that this function is tailored in such a way that h = 0 for
x € OB, (x*), positive inside B,(z*) and negative outside of B,(z*). Moreover
h(z) <1 on B,(z*).
On By, (z5) one finds, using that |z —z*| € (37, 57) that

n n
a? Z aij(ZEi*I’;C)(Ij*SC;)*Oé (aii+bi(mi*x?)+c
_ i,j=1 i=1 e
Lh= ——— e ?
a2
e—5T
70(1:) 1 — e_7r2

9 e
(404)\% —2042 ai;i(z) + [bi( )|%7‘)+C>1_€7%T2

and by choosing « large enough we find Lh > 0 in B%r($5).

III. Deriving a contradiction. As before we consider w = u+eh. Now the
subdomain that we will use to derive a contradiction is By »(x5). The boundary
of this set consists of two parts:

Fl = 8B% ( )ﬁ B ( ) and Fg 8B%T($5)\F1

Since I'y is closed, since ujr, < m by construction and since u is continuous we
find
sup {u(z);z € T'1} = max{u(z);z € 1} =m <m.

On I's; we have h < 0 and hence w = u +eh < u < m.
Next we choose € > 0 such that

As a consequence we find that
sup {w(av),x € 8B%T(x5)} < m.

Since w(x5) = u(zs) = m and also Lw > 0 in By, (x5) we obtain a contradiction
with Theorem 5.2.6.
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5.4 Alexandrov’s maximum principle

Alexandrov’s maximum principle gives a first step towards regularity. Before
we are able to state the result we need a definition.

Definition 5.4.1 For u € C(Q) with Q a domain in R", the upper contact set
't is defined by

't = {y € O 3a, € R" such that Vo € Q:u(z) < u(y) +ay, - (z —y)}.

Next we define a lemma concerning this upper contact set. Here the diameter
of  will play a role:

diam () = sup {|z — y|;z,y € Q}.

Lemma 5.4.2 Suppose that €2 is bounded. Let g € C(R™) be nonnegative and
ue C(Q)NC?(Q). Set

M = (diam(Q)) ™" <supu - supu) . (5.15)
Q 0
Then
/ o(2)dz < / o(Vu(x)) |det ( 0 iu(x)> do (5.16)
B (0)CR? - T+ 82& 8£Cj '
Proof. Let ¥ C R™ be the following set:
Y ={Vu(z);zeTt}.
If Vu: T — X is a bijection then
/ (2)dz = / (Vu(z)) |det 0 iu(gc) dx
n g - r+ g 82& 8£Cj '

is just a consequence of a change of variables. One cannot expect that this holds
but since the mapping is onto and since g > 0 one finds

o2z < [ g(u@)|det (-Luz)
foers= [ (s
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So if we can show that By (0) C X we are done. In other words, it is sufficient
to show that for every a € Bys(0) there is y € I'" such that a = Vu(y).
Set
l(a) = min (a -z — u(z))
e
which is attained at some y, since ) is closed and bounded and w is continuous.
So we have
a Yo —u(ys) = {L(a) for some y, € Q,
a-z—u(x) > La)foralxel,
which implies that
w(ye) > u(z) +a- (y, —x) for all z € Q. (5.17)

By taking zo € 2 such that u (z9) = max,cq u(z) one obtains

u(ya) > u(zo)+a- (Yo — o)

= supu—+a-(yq — o)
€N

= sup u+ Mdiam(Q) + a - (ya — x0)
e

> sup u+ M diam(Q) — M |y, — xo| > sup u.
€00 €N

So y, ¢ 9 and hence y, € . Since (5.17) holds and since w is differentiable in
Yo we find that a = Vu(y,). By this construction we even have that y, € T'",
the upper contact set. m

Corollary 5.4.3 Suppose that € is bounded and that u € C(Q)NC?(L2). Denote
the volume of the unit ball in R™ by w} and set

D*(2) = (det (as;(x )))Un.

Then
. n 9 _0
diam(Q) || = 2ij=1 am( )37 9 ()
sup u<supu+ ——— D)
a0 Wn L7 (T+)

Remark 5.4.4 Replacing Q with QT = {z € Q;u(z) > 0} one finds

- szzl ag;(+) 3‘2,., a%ju(‘)
nD*(:)

di Q
supu < sup ut + fam()

Q o0 Ywr,

Proof. Note that

L»(I'+tnQt)

Z a;;(x iiu(nc) = trace (AD)

@) g o
xlu(x)) .

i.j=1

with the matrices A and D defined by

A= (aij(x)) and D = (%
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Now let us diagonalize the elliptic operator Zf =1
orthonormal coordinates y at this point Z (the new coordlnates will be different
at each point T but that doesn’t matter since for the moment we are just using
linear algebra at this fixed point Z) which fit the eigenvalues of (a;;(z)). So

AD = T*ADT with diagonal matrices

A= ()\i(ac)> and D = (8% (voT)(y ))

Since for T' orthonormal the eigenvalues of AD and AD coincide and

ai(T )6m Da; by choosing new

trace (AD) = trace (Af))
det (AD) = det (Af))

we may consider the at & diagonalized elliptic operator. The ellipticity condition
implies A;(Z) > A > 0. Since we are at a point in the upper contact set I't we

have 88 22 u(y) <0.So on I't the matrix T*ADT is nonpositive definite. Writing

w; = —N(Z )6822 (voT) (y) for the the eigenvalues of —AD by u,; and using that

the geometric mean is less then the arithmetic mean (for positive numbers) we
obtain

1/n
D*(z)det (-D)/" = det(—AD)Y" = (H“z> <

< —Z,ul —trace (-AD).

So we may conclude that for every z € I'"

0 0 _Z:’L.jzl aij(x)a%i%ju(@ !
det( lea—:rju(x)) < ( "D () ) . (5.18)

Taking ¢ = 1 in (5.16) and M as in (5.15) we have
. [ Supgu — supggu\ "
= 1dz <
“n ( dlam(Q) ) ~/BM(0) °=
0 0
det
/F+ ° (8$z Ox; ul )>

/ _ Zzl.j:1 ag;(z )321 621 u(z) ' dz
- n D*(z) |

which completes the proof. m

IN

dz <

IN

Theorem 5.4.5 (Alexandrov’s Maximum Principle) Let Q CR™ be a
bounded domain and let L be elliptic as in (5.12) with ¢ < 0. Suppose that
u € C3Q)NC(Q) satisfies Lu > f with

-
() Doy < EE:
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and let T'T denote the upper contact set of u.

supu < suput + C diam(Q
Q le)

where C' depends on n and HLL

Lo+’

Then one finds
|56

)
Ln(r‘+)

Proof. If the b; and ¢ components of L would be equal 0 then the result follows

from (5.4.3). Indeed, on I'*

n

I

=1 aibz ail,'j

0< 0 0

For nonzero b; and ¢ we proceed as follows.

—u(z) < —f(z) < f ().

Since it is sufficient to consider

u > 0 we may restrict ourselves to Q7. Then we have ¢(z)u(x) < 0 and hence

for any p > 0:
0 < - Zal(@%%u(x)ﬁ
ij=1 v
< sz ) + e(x)u(z) — f(x)

n

<

by Cauchy-Schwarz)

< sz +f7 (@) < (
< Ibi(w)l \VU( )| 1+ p~ " f () p 1 < (by Holder)
< (i)l

Using Lemma 5.4.2 on Q" and with g(z) =

M = (diam(Q))™" (

Q

that, similar as before in (5.18),

supu — sup u

I+ Lt @)) (V@) + ) 141

(2] + ™) ~" one finds with

)

o0

1 0

1 0
—dz S/ ———— |det <——u ac) dx
Loy o T = S T (2 (G
/ 1 —szzlaij(x)%%u(x) !
S [0 4 dz S
r+na+ |Vu(z)] " n D*(z)
—1 mi\"
r+no+ n D*(x )
n—2 X n —1 £— n
o2 / bi@)" + @]
n"  Jrino+ D*(z)™
2n—2 bi "
n D Ln(T+NQ+) D+ Ln(T+NQ+)
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By a direct computation

1 M n—1 M’n n
/ n—ndZanfl/ : ndT:w:‘Llog # )
By (0)cre |27 + o ™+p H

Choosing p = ||f~/D*|

* log M ” +1] < 2 ‘
w <
" 1f=/D*|| pn r+ i+ nr

and hence

Lo (r+no+) it follows that

n

b,
o,
Ln(D+NQ+)

D*

~ n 271,72< [b;]
M < nMw DF
<e
<||f_/D*|Ln(F+mQ+)>

and the claim follows. m

+1
L (rtnot) —1
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5.5 The wave equation

5.5.1 3 space dimensions

This is the differential equation with four variables z € R? and ¢t € RT and the

unknown function
uy = A, (5.19)
WhereAuzaa—;—&—aa—;—i—aa—;.
1 2 3
Believing in Cauchy-Kowalevski an appropriate initial value problem would
be
Uy = Ay in R? x RT,
u(z,0) = ¢y(z) for x € R3, (5.20)
ut(z,0) = ¢, (z) for z € R3.

We will start with the special case that u is radially symmetric in z,y, 2.
Under this assumption and setting r = \/z2 + y2 + 22 the equation changes in

2
Uy = ¢ <urr - —ur) :
T

Next we use the substitution
U (r,t) = ru(r,t),

and with some elementary computations
uy = =Uy and upr + —up = =Upy,
r r r

we return to the one dimensional wave equation
Uy = AU,
This equation on R x Ry has solutions of the form
U(r,t) = ®(r —ct) + U(r + ct).

Returning to u it means we obtain solutions

1 1
u(z,t) = m@(m —ct) + m\If(|:L'| + ct)

but this does not look like covering all solutions and in fact the second term is
suspicious. If ¥ is somewhere nonzero, say at z, then ﬁ\ll(\xH—ct) is unbounded
for t = ¢! |zg| in z = 0. So we are just left with u (x,t) = ﬁ@(m —ct).

How can we turn this into a solution of (5.20)? Remember that for the heat
equation it was sufficient to have the solution for the §-function in order to find

a solution for arbitrary initial values by a convolution. In the present case one
might try to consider as this special ‘function’ (really a distribution)

o, 1) = %5(@\ Cet) = éa(m —et).

So at time ¢ the influence of an initial ‘function’ at = 0 distributes itself over a
circle of radius ¢t around 0. Or similarly if we start at y, at time ¢ the influence
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of an initial ‘function’ at x = y distributes itself over a circle of radius ¢t around
y:

1
vi(@,t) = ———0 (o =yl — ct) = 6 (jz —y| - ct).

|z -yl

Combining these ‘solutions’ for y € R™ with density f(y) we obtain

w@t) = [ =0 (a =yl =) fu)dy =

= l f(y)doy = .

ct |z—y|=ct ct |z]=ct

flx+2)do, = ct/ f(x+ ctw) dw.

Jw]=1

Looking backwards from (z,t¢) we should see an average of the initial function
at positions at distance ct from zx.

gl AN
AN
On the left the cones that represent the influence of the initial data; on the
right the cone representing the dependence on the initial data.

Now we have to find out what u(x,0) and u;(x,0) are. For f € C5°(R3) one
gets

w(z,0) =limct fx+ctw)dw=0
tlo Jjwl=1

and

.0
us(z,0) = ltllr(r)la (ct /w_l f(x+ ctw) dw) =

= ltll%l (c/w_l [ (x + ctw) dw + 212 /w_l Vf(z+ctw) - w dw)
= dref (z).

So there is a possible solution of (5.20) for ¢, = 0, namely

1

w(py;x,t) = o

/l_ _ ¢ (y) do. (5.21)

Since we do have a solution with w (z,0) = 0 and us(z,0) = ¢;(z) it could
be worth a try to consider the derivative with respect to ¢ of this @ in (5.21),
with ¢, replaced by ¢, in order to solve the first initial condition. So v(z,t) =
%ﬂ(gpo; x,t) will satisfy the differential equation and the first initial condition,
that is, v(x,0) = ¢y(x). We still have to see about v(x,0). First let us write
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out v(z,t) :
0 . 0 1
U(.%',t) = EU(@O;x,t) = 5 (47T62t /Ix—y_ct Yo (y) dU) =

o[t
= 3 (E /|w|—1 o (T + ctw) dw) =

1 ct
= - IM‘ZISOO(:E—Fctw)dw—FE Iw‘zlv‘PO(x‘Fth)'wdw:

1 / 1
= —= @ (y)d0+—/ Vo (y) - (y — ) do,
47T02t2 |z—y|=ct 0 47T02t2 |z—y|=ct 0

We find that

o (1 ct
vz, t) = 5 (E /|w|—1 o (x + ctw) dw + o MZIVQOO (x + ctw) - w dw)
_ Vo (2 + ctw) - w dw +
A Sl 70
2t & 0?
— wWiwj=———pg (T + ctw) dw
47 |w|=1 =1 J axﬁxj 0 )
and since
limE Vg (x + ctw) wdw—k Vo (z) wdw=0
t10 4 Jw]=1 o T Jw|=1 o ’
we have

li =0.
i ve(z,t) =0

Theorem 5.5.1 Suppose that ¢, € C3(R3) and p; € C*(R®). The Cauchy
problem in (5.20) has a unique solution u € C*? (R3 X R"’) and this solution is
given by

1 0 1
)= —— do+ = | —— do | .
= L Loy (Wt [ e a>

This expression is known as Poisson’s solution.

Exercise 90 Let v € C? (B) with B = {z € R%|z| < 1} and define @ as fol-

lows: .
i) =z [ty
4 [z]” Jiy|=la|

This w is called the spherical average of w. Show that:
1
At (r) = —— / Au(y)dy.
Ar [a]” iyl =a|

Hint: use spherical coordinates © = (rcos@sinf, rsinpsinf, rcosf). In these
coordinates:

A*Tﬁ2£7’22+#2$in92+;a—2
o Or Or r2sin6 00 00 r2sin%0 0p?’
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Proof. To give a direct proof that the formula indeed gives a solution of the
differential equation is quite tedious. Some key ingredients are Green’s formula
applied to the fundamental solution:

—dr f(z) =
1 0 1
- /|z|<R |Z| e f(l‘ + Z) R / =R an( Tt Z)d ﬁ /Iz—l’%f(aj + Z)da'7

the observation that
2/ v(z)dz = c/ v(z)do
ot |z|<ct |z|=ct

and a version of the fundamental theorem of calculus on balls in R?:

/|z|<R |z1 291217 /w 1/r ( )) rdrdw =

= Rw dw = — z) —¢g(0))do,.
/M_lu )~ g(0)) /|z|_Rz| (9(2) — 9(0))

Here we go for u(z,t) —tfx yl=et F (Y (y)do

2
AEAu(x,t) = % / Apf(x+ 2)do, = 03/ iAzf($ +2)do, =
|z|=ct |

z|=ct |Z‘
2 0

- —A -
8t/|<ct |z f (@t 2)dz

= f% (47rf(:v)+ ! / 0 ($+Z)d0+2itz f($+z)d‘7> =

ct Jisjzer 0121 |z|=ct

- w </||_ZL|2% (21 f(a+ ) dz) _
([, o (s ) as) -
</| ! <“Z>d0> -

0% (1 02
= 35 (E /|z|—ct f(x—l—z)do) = 5p (z,t).

Indeed it solves g—;u (z,t) = c*Au(z,t) . The initial conditions we have already
checked above.

It remains to verify the uniqueness. Suppose that u; and us are two different
solutions to (5.20). Set v = uj —us and consider the average of v over the sphere
of radius r around some x

5 (rt) = —

gy /y—x|_r v(y, t)dy.
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Since

o (m‘;(r t)) —ra—2@(r 0+ 225 (1) = rAB (ly], 1)
or? ’ Cor2 Y or 7 ybhth
we may, by taking the average as in the last exercise, conclude that
0? r
—(ro(rt)) = — Av(y, t)dy =
oz (000) = g [ s
r 102, _
= Ir2 /yz|_r vt (y, t)dy = 202 (ro (r,t)) .

Since v(+,0) and v(+,0) are both 0 also 7o (r,0) and r7; (r,0) are zero implying
that 7o (¢,7) = 0. Moreover, for all ¢ > 0 one finds (rv (¢,r)),,_, = 0. So we
may use the version of d’Alembert formula we derived for (z,t) € RT x RT in
Exercise 69. We find that ro (¢,7) = 0. So the average of uy(-,t) and us(-, ) are
equal over each sphere in R3 for all ¢ > 0. This contradicts the assumption that
Uy # ug. W

Exercise 91 Writing out Poisson’s solution one obtains Kirchhoff’s formula.
From the cited books (see the bibliography) the following versions of Kirchhoff’s
formula have been copied:

i we)= g f ) +ol) + Do) (v —x) dS(w)

where ]i o(y)dy = ( /A 1dy>_1 /A o(y)dy.

2 et [ ) e Ve () do

= Anc2e?

1
5wt = [ )+ @)+ 3 )= )| do
mesl |lz—y|=ct B
1 0 (1 1 Ouy 2 Or Ouy
4 uzt) = 4 // L%L <r) Crdn crondh ]tl—o a5+
s
1 1 r
o [f] (D)
Q
0
5. u(z,t) = grtwlfie, i + twlg @, 1]
where the following expression is called Kirchhoff’s solution:
twlg; z, 1] =
2w ™
4i / g(x1 + tsinf cos ¢, xo + tsin O sin @, x3 + t cos 8) sin OdOd .
T Jo Jo

Ezplain which boundary value problem each of these u solve (if that one does)
and what the appearing symbols mean.
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5.5.2 2 space dimensions

In 2 dimensions no transformation to a 1 space dimensional problem exists as
in 3 dimensions. However, having a solution in 3 space dimensions one could
just use that formula for initial values that do not depend on z3. The solution
that comes out should not depend on the z3 variable and hence

Ut = ¢ (umm + Ugyzy + uwawa) =c? (uwwl + ua:zﬂ:z) .

Borrowing the formula from Theorem 5.5.1 we obtain, with y = (y1, y2)

1 /
@1 (y1,y2) do =
ATt (2,00~ (y,ys) =t
2

5 ¥ (yhyz)
4me?t /|xy§ct ! \/c2t2 —(

i/ ¢1(y) dy
27C Jyp—y|<et [e2t2 — |& — y|2

So we may conclude that

ct

dy1dy2
2 2
1 — yl) - (352 - y2)

up = 2Au in R x RT,
u(z,0) = ¢y(x) for x € R, (5.22)
u(x,0) = ¢y () for z € R%

can be solved uniquely. This idea to go down from a known solution method in
dimension n in order to find a solution in dimension n — 1 is called the method
of descent.

Theorem 5.5.2 Suppose that ¢, € C3*(R?) and ¢, € C*(R?). The Cauchy
problem in (5.22) has a unique solution u € C? (R2 X R“‘) and this solution is
given by

u(x,t

1
TC Jlw—y|<ct , /o242 _ |$_y‘2
1
+8§ 2_/ @0 () dy |
t TC J)g—y|<ct /62t2—‘$—y‘2

This expression is known as Poisson’s solution in 2 space dimensions.

As a result of this ‘spreading out’ higher frequencies die out faster then lower
frequencies in 2 dimensions. Flatlanders should be baritones.
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